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Ten years ago, the typical network experience was limited to 
dialing-up a walled garden to see if we had mail and then 
poking around a few familiar parts of the Internet. The ad-

vent of broadband networking changed this dramatically: it sped up 
the Web and brought about a host of innovative new applications and 
services. While the Internet was permeating modern life, a parallel de-
velopment was taking place that would have even greater significance

for billions of people around the world: 
the development of the cell phone. In-
evitably, these two transformative tech-
nologies began to merge, enabling the 
rise of the Mobile Internet.

Convergence is now beginning to re-
build the Web into a personalized, real-
time system that responds to the loca-
tions, tastes, and whims of billions of 
people as they live their lives at their 
desks, in their living rooms, or moving 
through the world with the flow of ex-
perience.   Over the next decade, many 
more people will use the Mobile Inter-
net, and it will produce an enormous 
array of innovations and quality of life 
benefits.

Even with all the network magic we en-
joy today, we’re still at a very early stage 
in the development of the Mobile In-
ternet; with any luck, we’ll look back in 
another ten years and wonder how we 
could ever have been so naïve as to tol-
erate the limitations of the network ex-

Even with all the network 

magic we enjoy today, we’re 

still at a very early stage in 

the development of the Mo-

bile Internet.  For the Mo-

bile Internet to achieve its 

full potential policymakers 

must do two key things: 

First, they need to refrain 

from strangling the Mobile 

Internet with excessive regu-

lation, realizing that the well 

of innovation that brought 

us where we are has not run 

dry.  Second, policy makers 

need to ensure that the mo-

bile Internet can develop the 

infrastructure it needs, the 

most important part of 

which is spectrum.  

Executive Summary

perience we enjoy today. The flowering 
of the Mobile Internet will only come 
to pass, however, when engineering and 
policy collaborate to successfully over-
come the challenges to the develop-
ment of a Mobile Internet that lives up 
to its full potential. For this to happen, 
policymakers must do two key things: 
First, they need to refrain from stran-
gling the Mobile Internet with excessive 
regulation, realizing that the well of in-
novation that brought us where we are 
has not run dry.  Second, policy makers 
need to ensure that the mobile Internet 
can develop the infrastructure it needs, 
the most important part of which is 
spectrum.  Policymakers need to make 
tough choices, transferring spectrum 
from less compelling historical uses to 
the emerging Mobile Internet.

This report examines changes that must 
be made to the Internet and to the mo-
bile network to make the Mobile In-
ternet a pervasive and universal reality 
in the United States and the rest of the 
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world. Some of these changes are purely technical, but 
their scope affects Internet engineering as well as mo-
bile network, device, and application engineering. The 
rest of the changes will take place in the policy sphere, 
affecting notions of network neutrality and spectrum 
policy. The examination of technology is quite exten-
sive, and is illustrated with specific examples of emerg-
ing devices and applications. 

In order to make effective policy for the mobile In-
ternet it’s necessary to understand the development of 
the Internet, the dynamics of the mobile network, and 
how the converged Mobile internet differs from both 
of these ancestors.  While the traditional Internet and 
the Mobile Internet share some common features, they 
operate very differently. The traditional Internet was 
designed for a small group of low duty cycle, occasional 
use applications for locked-down computers shared by 
a modest number of highly-skilled, trustworthy users 
in a non-commercial setting; but mobile telephony’s 
heritage is one of real-time communication-oriented 
applications, a diverse group of mobile users, and per-
sonal devices competing for market share. It’s not sur-
prising that there’s friction between Internet culture 
and mobile culture.

The mobile network was originally designed to serve 
as an extension of the telephone network that added 
mobility at the network edge without altering the tele-
phone network’s fundamentals. Initially, it used ana-
log technology, and converted to digital in the 1990s. 
Data services were a special feature added on to the 
mobile network roughly during the period of its transi-
tion from analog to digital. As presently operated, the 
mobile network is still more efficient at providing tele-
phone service than data service.

Mobile data rates have doubled roughly every 30 
months, as predicted by Cooper’s Law. By way of con-
trast, Butter’s Law predicts that the data rate of optical 
fiber doubles every nine months. Because of this, some 
have said that wireless is a generation behind wired 
systems and always will be.

This is important because the rate of progress for In-
ternet applications is largely driven by price/capacity 
improvements in physical networking since the Inter-
net protocols have been stagnant since 1993. As Inter-
net use shifts to wireless networks with slower intrinsic 
rates of advance, we might expect a slower overall rate 

of innovation. We might also expect increased fracture 
between mobile applications and stationary ones, in 
part because the bandwidth gap between the two can 
only grow larger. Nevertheless, the benefits of mobility 
are so great that the rate of Mobile Internet innovation 
is bound to increase beyond anything we’ve seen so far, 
bandwidth constraints notwithstanding.

Mobile networks require more extensive management 
and tuning than wired networks, as their capacity is rel-
atively more constrained and demand for this limited 
capacity is more variable because of roaming. Mobile 
networks differentiate packets by application, provid-
ing very different routing and processing to voice pack-
ets than to data packets. This differentiated treatment 
is a reflection of application requirements; the need for 
it will persist after mobile networks are fully integrated 
with the Internet.

While the design and engineering challenges to the full 
integration of the Internet with the mobile network are 
serious, considerable progress has been made and the 
path to success is reasonably clear. The Mobile Inter-
net is already emerging, and with it an exciting new 
category of applications known as Mobile Augmented 
Reality.

Operational challenges to the adoption of the Mobile 
Internet are also well understood, but less easily solved. 
Networks operators need to build more base stations, 
add more radio sectors to existing base stations, and 
increase backhaul bandwidth. While these challenges 
are relatively simple in the suburbs and exurbs – all it 
takes is money and accommodating local governments 
– they’re much more difficult in central cities and in 
rural areas.  Next generation systems such as LTE con-
sume more bandwidth than traditional cellular, which 
requires a beefed up middle mile. Increased use of fi-
ber to connect cell towers with operator facilities and 
on to Internet exchanges may have positive spillover 
effects for residential broadband as more dark fiber is 
deployed.

There are two key policy issues for the Mobile Internet: 
net neutrality and spectrum. The net neutrality pro-
ceeding currently before the FCC – the Open Internet 
Notice of Proposed Rulemaking – proposes to envelope 
the Mobile Internet within the same, highly stringent, 
regulatory umbrella as the wired Internet. Harmonized 
regulation is philosophically appealing, but has a num-
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ber of practical drawbacks. If the framework itself 
were clear and fundamentally sound, a common re-
gime would make sense: after all, the Internet is not 
as much as wired network as a virtual network and 
its structure is meant to be technology neutral.  How-
ever, if the approach is based on preserving wired net-
work operational norms, as it currently is, then the 
common umbrella becomes a common straightjacket, 
undesirable for both wired and mobile networks. 

Spectrum policy has historically featured conflict be-
tween licensing regimes and unlicensed “Open Spec-
trum” models such as the White Spaces system. With 
the parties to this controversy in détente, the focus 
shifts to the struggle among various license holders. 
The United States unfortunately adopted an obso-
lete standard for Digital TV ten years ago, and has 
failed to reap as large a digital dividend as Europe 
and Asia will gain as they transition away from analog 
television. Extracting poorly utilized DTV spectrum 
from broadcasters is a daunting challenge that must 
be solved by federal regulators with all the creativity 
they can muster. It’s unfortunate that TV broadcast-
ing casts such a long shadow on mobile networking 
at a time when 85% of Americans watch TV over a 
cable or satellite system and few of the over-the-air 
subscribers watch on HD screens. The broadcast 
filibuster can be mitigated by offering incentives for 
broadcasters to share spectrum with each other and 
give back the excess for auction, and by modernizing 
government’s spectrum use.

The general approach we recommend is for the gov-
ernment to facilitate the Mobile Internet by remov-
ing impediments to further build-out and adoption. 
Speculative fears have played too large a role in the 
Internet regulation debates of the last decade, and 
it’s more productive to shift the emphasis toward the 
government’s role in facilitating progress.

First, it would be a mistake to impose the “net neutral-
ity heavy” guidelines on either wired ISP networks or 
mobile networks.  Rather than enacting overly pre-
scriptive regulations banning experiments with new 
transport services and business models, the FCC 
should rely primarily on transparency and disclosure 
to protect consumers from speculative harms, main-
tain active oversight of provider practices, and reserve 
direct intervention for instances of clearly harmful 

conduct.  Second, policymakers should embark on a 
program of spectrum modernization and expansion 
to ensure that mobile services can continue to grow. 
A special focus should be placed on the transfer of 
licenses from inefficient DTV use to the general pool 
of spectrum available for auction. 

Spectrum modernization should also be employed to 
replace inefficient federal, state and local government 
uses and release unneeded spectrum to an auction 
pool.  Finally, regulations should encourage technical 
solutions to be developed and deployed that enable 
consumers to obtain the best possible service for the 
best prices. Doctrinaire net neutrality heavy formulas 
simply don’t accomplish these ends for mobile net-
works.

1.  Stick with Light-touch Regulation
If heavy-handed net neutrality regulation is ultimately 
bad for investment, deployment, and adoption of wire-
line networks, as it is, it is potentially a fatal disaster for 
mobile networks. A key way to ensure that networks 
serve the public interest is through market mecha-
nisms based on meaningful competition. The United 
States enjoys among the most competitive intermodal 
wireline broadband and even stronger wireless com-
petition, with four national wireless networks, as well 
as a number of regional networks and Mobile Virtual 
Network Operators (MVNOs) such as Virgin Mobile. 
Fixed wireless networks such as Clearwire and the 
emerging LTE system are both reasonable substitutes 
for wired broadband, and the two satellite networks 
are in the process of upgrading capacity significantly. 
Competition can be made more effective by ensuring 
there are minimal delays in switching between mobile 
providers.

2.  Enact a Sensible Transparency Rule
Just as a well-functioning democracy requires an in-
formed citizenry, a well-functioning network eco-
system requires its well-informed and honest critics.  
While the new European Internet transparency rule 
is too new to be judged a complete success, it repre-
sents a promising direction for which there is broad 
consensus. There is still disagreement regarding the 
specific nature of required disclosure, which is un-
derstandable given the complexity of network sys-
tems and the gap between consumer awareness and 



The information Technology & Innovation foundation  |   March 2010	   		  page 4

technology. The challenge for a transparency rule is 
to disclose the things that must be disclosed in order 
for users to gauge the experience they’ll have on any 
given part of the Internet ecosystem in terms the aver-
age person can understand, while making additional 
information available to the audience of technologists 
and policy analysts. Certain details of practice repre-
sent trade secrets and need not be disclosed; the means 
by which a particular user-visible effect is produced 
are less important than the effect itself.  One approach 
that recommends itself is the co-regulatory approach 
championed by Marsden, in which stakeholders con-
vene with the regulator to draft specific guidelines.  
Toward that end, we encourage stakeholders to form 
a working group to advise the FCC on the particulars 
of disclosure.

3. Define Reasonable Network Management
The transparency rule, and its specific implementa-
tion, provides insight into the boundaries of reason-
able network management practices. While the use of 
the term “reasonable” without definition is impossibly 
vague, anchoring management practices to service dis-
closure resolves a great deal of the mystery. We know 
that a practice is reasonable if it does what the operator 
says it does, conforms to standards devised by respon-
sible bodies such as IEEE 802, IETF, and the ITU, 
and doesn’t violate basic user freedoms. We know that 
it’s unreasonable if it fails to accomplish its stated pur-
poses, arbitrarily restricts the use of applications, or 
restricts basic user rights. Beyond these general guide-
lines, a Technical Advisory Group must work with the 
FCC to develop additional clarity regarding manage-
ment boundaries and help advise on a case-by-case ba-
sis when needed.

4.  Legitimize Enhanced Transport Services
There is widespread agreement among filers in the 
FCC’s Open Internet NPRM that differentiated ser-
vices for differentiated fees are legitimate in their own 
right, and not simply as an adjunct to network man-
agement. Similar services have a long history on the 
Internet, where they are known as Content Delivery 
Networks, Overlay Networks, and Transit Networks. 
The logic of “pay more to get more” has long been 
accepted practice.  These practices have proved worth-
while for content resellers and application service pro-
viders such as Netflix and Skype, so it stands to reason 
that they would be beneficial for future competitors in 

the market for video streaming and telephony. If ISPs 
who operate the so-called “eyeball networks,” includ-
ing wireless mobile Internet services, serving retail 
customers are permitted to compete with CDNs and 
Overlays, new application entrants can expect lower 
prices and more competition, and end users can expect 
a wider array of options, especially among mobile ap-
plications.

5.  Preserve Engineering and Operations Freedom
The primary emphasis of the Open Internet NPRM’s 
framework of rules is on the preservation of users’ free-
dom to experience the Internet as they see fit, without 
arbitrary limitations. A key way to preserve this free-
dom is to address the dynamics of technical freedom 
that make it possible. Users experience the Internet as 
they do now because engineers, network operators, 
and application innovators have been free to improve 
networks, network technology, and user experience. 

Toward that end, the NPRM should make it clear noth-
ing in the FCC’s approach denies the freedom to in-
vent, develop, and adopt new networking technologies, 
business models, and practices that have the potential 
to enhance the Internet’s power, efficiency, vitality, or 
effectiveness. 

The FCC should consider adding two additional principles to its 

list: Engineering Freedom and Operations Freedom. 

To operationalize this, the FCC should consider adding 
two additional principles to its list: Engineering Free-
dom and Operations Freedom.  The telephones that 
worked on the PSTN in the first year of the Carterfone 
regime still work 35 years later. If the cell phones we 
use today are still usable on the mobile network 35 years 
from now (or even ten years from now), that should be 
regarded as a failure of innovation. The Mobile Inter-
net is driven by an ethic of continual improvement and 
this principle more than any other must remain in the 
forefront. Thus, we propose two additional rules for 
the Open Internet NPRM:

	No part of this regulation shall be con-
strued as limiting the freedom of network en-
gineering to devise, develop, and deploy tech-
nologies to enhance the Internet or to improve 
user experience.
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 No part of this regulation shall be con-
strued as limiting the freedom of Internet 
Service Providers, other network operators, or 
other service providers to devise new finan-
cial or business models that better align user 
incentives with those of network operators or 
application-based service providers without 
limiting user choice.

These rules make it clear that innovation is the engine 
that best ensures the Internet’s continued public val-
ue.

6.  Review Existing Spectrum Licenses
The FCC needs to complete its inventory of the licens-
es it has issued over the years, and implement a system 
that eliminates or reduces ambiguity about licenses go-
ing forward. If it’s true that the FCC has somehow lost 
track of some licenses, as some have suggested, this 
error should be corrected. It’s simply not acceptable 
for the national regulator of wireless networks to lose 
track of issued licenses.  Legislation to create a national 
spectrum map introduced by Sen. Kerry (D-MA) and 
Sen. Snowe (R-ME), is a step in the right direction.

7. Eliminate Redundant and Archaic Licenses
Once the license inventory is complete, it will be possi-
ble to examine licenses to determine which are unused, 
which are redundant, and which can be combined with 
others to free up spectrum for auction or other kinds of 
assignment. Part of this process will entail reassigning 
some occasional uses to the control of other agencies, 
license holders, or custodians of other kinds. Rarely 
used public safety applications can be combined with 
consumer services, for example, by allowing public 
safety uses to take precedence in times of emergency. 
The general principle that should hold in the process 
of review is modernization, replacing archaic analog 
applications with more spectrum-efficient digital ones. 
No single approach to spectrum management exceeds 
all others in terms of general utility, but there should 
be a bias in favor of spectrum custodians in either the 
public or the private sector with vested interests in ef-
ficient use. Sufficient spectrum exists, in principle, to 
meet projected user requirements for mobile network-
ing. There is not sufficient spectrum that we can af-
ford to waste large swathes on speculative projects of 
uncertain utility, however. A reasonable approach is 
embodied in the White Spaces order, where all licenses 

are experimental ones renewable day-by-day. Proven 
applications can be rewarded under this system with 
license of longer duration. 

In addition, spectrum grants for DTV greatly exceed 
consumer demand and should be reduced in the pub-
lic interest with the freed up spectrum auctioned off. 
Spectrum policy should respect the public’s evident 
wishes and make more spectrum available for Mobile 
Internet services for which demand is growing.  

8.  Protect Spectrum Subleasing
Secondary markets for licensed spectrum enabled by 
resale and subleasing have proved useful in the U. S., 
where dozens of Mobile Virtual Network Operators 
(MVNOs) lease capacity from license holders and 
roaming agreements permit licensees to share capacity. 
These kinds of secondary markets are also useful in the 
microwave backhaul and point-to-point space where a 
given license holder can adjust microwave paths with 
relays and dogleg arrangements to accommodate most 
effective use.  Therefore it is important for policy to 
permit the trading and leasing of most licensed spec-
trum.

9.  Cautiously Enable Secondary Uses

One area of controversy concerns such secondary uses 
as wireless underlay and overlays on licensed spectrum. 
Advocates insist that such uses are non-interfering 
with properly restricted, and license holders are skepti-
cal. The reality is that the nature of the interference 
caused by overlay networks such as Ultra-Wideband 
depends on the nature of the incumbent service. Ultra-
Wideband interferes, in some installations, with highly 
sensitive applications such as radio astronomy, but this 
fact is known and the Ultra-Wideband waveform is ad-
justed accordingly. When the details of the incumbent 
service are known, in terms of coding, modulation, 
and framing protocols, overlay and underlay services 
can be engineered for cooperation without interfer-
ence. Nevertheless, when details of the primary service 
change, interference may arise anew. For this reason, 
all secondary uses should be required to back off and 
even shut down completely until they can be certified 
as non-interfering with the primary license holder. 
The principle use of secondary services should be in 
areas where the primary user is not active; this is the 
logic behind the Dynamic Frequency Selection (DFS) 
system in IEEE 802.11a Wi-Fi.  This system requires 
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Wi-Fi systems to look for the use of radar on certain 
channels, and to refrain from using channels where ra-
dar is found. 

In all cases, the burden falls on the secondary user 
to avoid causing interference with the primary user. 
Systems of enforcement for this principle need to be 
incorporated into all secondary use regulations; the 
White Spaces database has this capability.

10.  Allow the Experiment to Continue
The Internet as we know it today is the fruit of a 35-
year experiment. In the beginning, it was the proto-
typical science project, albeit one with government 
support shepherded by a highly skilled and dedicated 
band of researchers, champions, and developers out to 
prove that a new vision of networking was not only 
practical but superior to the old one.

The mobile data network has a completely different 
creation story, originating in a commercial context and 
targeted toward adding an important new feature to 
the existing network without fundamentally altering 
its nature. 

Each of these networks has a story, a set of champi-
ons, and a vision. Each has been transformative in its 
own way, giving rise to its own industry, and liberating 
some vital element of human society along the way. It’s 
not surprising that the convergence of these networks 
should occasion debate and conflict, some of it intense 
and heated.

The way forward requires some give and take. It’s not 
enough to impose the Internet’s operational traditions 
on the mobile network, because the Internet’s opera-
tional community has chosen not to adopt the Internet 
standards most relevant to mobile networking: RSVP, 
IntServ, and Mobile IP. It’s not enough for mobile op-
erators to demand that Internet users abandon open 
access to the web at reasonable speeds in favor of a 
constrained system of locked-down portals and prox-
ies. Each culture has things to learn from the other.

The way forward is a careful, diligent, step-by-step 
process beginning with reviews of historical rules and 
precedents and ending in the creation of a new frame-
work that will enable the next generation of network-
ing to flourish. The evidence of an emerging consensus 
among responsible parties in the United States and Eu-
rope suggests it’s well underway.
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Ten years ago, the typical American 
used the Internet through a dial-
up modem. Going on-line was a 

dramatic event accompanied by a full range 
of sound effects as the modem spat out a se-
ries of tones to make a connection and then 
exchanged screeches and whirs with the an-
swering modem to assess the telephone net-
work’s signal quality. With luck, the network 
might support 48 Kbps downstream and 33 
Kbps upstream. The Internet Service Pro-
vider (ISP) industry was still emerging, and 
more likely than not the early Internet con-
sumer dialed-in to a walled garden system 
such as America On-Line or CompuServe. 
The primary application of the day was e-
mail, but the adventurous explored Usenet 
discussion groups and tried this new thing 
called The Web. The Web was challenging 
because it didn’t have a map, the pages were 
full of strange acronyms and opinions, and 
pictures dribbled onto the screen at a snail’s 
pace. Surfing the web was like wandering 
the public library with your eyes closed and 
picking books off the shelf at random: al-
ways unexpected.

Advent of Broadband
The advent of broadband networking changed this 
system in many ways: it sped up the Web and brought 
indexers and mapmakers like Google and Yahoo! into 
the picture. It made e-mail a more useful, always-on 
system, and it changed the choice formula for ISPs. 
Instead of dozens of places to buy an equivalent low-
speed service, we had a smaller number of broadband 
ISPs, but their service differences were real, and they 
actually competed on quality as well as price. More-
over, with the advent of broadband, the Internet began 
to create different kinds of applications, such as the 
Voice over IP (VoIP) systems from Vonage and Skype 
that lowered our phone bills and systems like Napster 
and KaZaA that magically provided us with free enter-
tainment (we later found it was pirated, of course.)

Technically, it wasn’t hard to bring VoIP to an Inter-
net dominated by the Web. VoIP is a narrowband ap-
plication that scarcely consumes more bandwidth than 
a dialup modem. The technical demands of web surf-
ing are greater – all those pictures to download – but 
web surfing is on-again, off-again from the network’s 
point of view. Web pages require human time to read, 
and while that’s going on, the network has capacity to 
spare. Adding VoIP to this system was just like pouring 
sand into a bucket of rocks. There was plenty of room 
to spare as long as we weren’t too carried away with the 
free entertainment on The Pirate Bay.

From the consumer’s point of view, the transition 
from dial-up to broadband was perfectly seamless. 
With broadband the web got faster, applications be-
came more enjoyable, and eventually the Internet be-
came more or less indispensible, despite the nuisance 
of spam and the occasional virus. We were no longer 
locked-in to the small community on AOL; we could 
be inspired as well as irritated by people all over the 
world and we had much of the world’s vast stores of 
information, commerce, learning, and cultural heritage 
at our fingertips.

Going Mobile: Technology and Policy Issues in the 
Mobile Internet
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Rise of the Cell Phone
While the Internet was permeating modern life, a par-
allel development was taking place that would have 
perhaps even greater significance for billions of people 
all over the world. On April 3, 1973, Martin Cooper, 
the general manager of Motorola’s Communications 
Systems Division, had placed the first telephone call 
ever from a portable cell phone. By the turn of the 
century, cell phones were common business tools, and 
they eventually became the preeminent global means 
of personal communication at a distance. For billions 
of people in the undeveloped world, the cell phone was 
the first telephone they ever had, and it quickly became 
the indispensible means of communicating.

Inevitably, these two transformative technologies be-
gan to merge, giving rise to an ocean of social and eco-
nomic benefits and to a host of policy challenges. The 
Internet had a legacy of distributed computers, open 
systems designed around end-to-end arguments, a reflec-
tion of its heritage as a tool originally built to stimulate 
academic research in the new communications tech-
nology known as packet switching.2 Cellular telephony 
had a more humble legacy, as it simply aimed to extend 
the reach of the existing telephone network, not re-
place it wholesale with a bombproof alternative.

Convergence
From the engineering viewpoint, the cell phone net-
work and the broadband Internet could hardly be 
more different: one is mobile, the other locked-down 
in space; one is high capacity, the other narrowband; 
one is personal and intimate, involved in relation-
ships where “content” doesn’t exist until the moment 
it’s communicated, the other is part of a wide-open, 
always-on system that pulls information from multi-
ple sources at once, and one is built around portable 
battery-powered devices, while the other draws power 
from a plug.

People now want both the Internet and mobility, so 
it became necessary to bring the Internet to the cell 
phone, just as it had once been brought to the home 
phone, and vice versa. The mobile Internet borrowed 
some of Steve Jobs’ pixie dust and transformed the cell 
phone into a smartphone, and then expanded the mo-
bile network from narrowband to broadband. It’s now 
beginning to rebuild the Web into a personalized, real-
time system that responds to the locations, tastes, and 

whims of billions of people as they live their lives, at 
their desks or moving through the world with the flow 
of experience.

Even with all of network magic we enjoy today, we’re 
still at a very early stage in the development of the Mo-
bile Internet; with any luck, we’ll one day look back 
to where we are today the same way we remember the 
dial-up era, wondering how we could ever have been 
so naïve as to tolerate the limitations of the bygone era. 
The flowering of the Mobile Internet will only come 
to pass, however, when engineering and policy col-
laborate to successfully overcome the major challenges 
standing in the way of the development of a Mobile 
Internet that lives up to its full potential. For this to 
happen, policymaker must refrain from strangling the 
Mobile Internet with excessive regulation.

Reader’s Guide to the Report
This report consists of two major parts, the first on 
technology and the second on policy. The technology 
section is a deep dive into the history and develop-
ment of both the wired Internet and the mobile net-
work, ending in an explanation of the way the mobile 
network connects to the Internet. The information in 
these sections informs the policy discussion that fol-
lows by showing implications that policy choices have 
on technical evolution. At the conclusion of the tech-
nology section, the patient reader is rewarded with a 
palate-cleansing glimpse at new and emerging applica-
tions before the report turns fully to policy matters. 

One of the challenges the Mobile Internet faces is the 
reconciliation of the norms of two technical cultures 
that have always seen the world in different ways. C. 
P. Snow was much too optimistic when declared there 
was a single technical culture; in fact, with respect to 
the mobile Internet, there are two. The other policy 
challenge relates to radio spectrum, which has various-
ly been called the lifeblood, the oxygen, and the energy 
of the Mobile Internet. The report concludes with a 
series of recommendations for policymakers on the key 
issues before them in the United States. 

Issues in Internet Design and Operation
There’s a tendency to view the Internet as a force of na-
ture, something that sprang up spontaneously. In fact, 
it’s a man-made system was designed by engineers in a 
cultural context that could easily have been designed 
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differently. The different orientations of the Internet’s 
“Netheads” and the telephone network’s “Bellheads” 
are the source of much unnecessary conflict. Often-
times it seems that members of these tribes disagree 
with each other for the sake of it, but most of their en-
gineering differences are related to the relative impor-
tance of different kinds of applications within their 
networks.

Brief History
The Internet was conceived in the early- to mid-
1970s to interconnect three research networks: AR-
PANET; the San Francisco Bay Area Packet Radio 
Network (PRNET); and the Atlantic Packet Satellite 
Net (SATNET).3  By 2010 standards, these constitu-
ent networks were very primitive; each was the first 
of its type and computer technology was much less 
advanced than it is today.  Each was built on a differ-
ent technology, and each was separately administered. 

As the operational parameters of these networks var-
ied radically, designers of the Internet protocols, led 
by ARPA’s Bob Kahn and Vint Cerf, couldn’t rely on 
network-specific features to pass information between 
networks; instead, they adopted a lowest common de-
nominator approach for the Internet Protocol (IP), 
the “datagram” network abstraction borrowed from 
France’s CYCLADES network.4 In order to match 
the speeds of sending and receiving stations (called 
“hosts,” following timesharing terminology), the de-
signers developed a sliding window overlay above IP 
called Transmission Control Protocol (TCP) that con-
formed to the model established by the CYCLADES 
Transfer Station protocol.5 

IP is very simple, and is in fact is more a format than 
a protocol since it doesn’t describe any specific se-
quences of behavior; it’s easily implemented over any 
packet-switched network. TCP, on the other hand, is a 
complex, high performance system that can keep mul-
tiple packets in flight between source and destination, 
a crucial requirement of high delay satellite networks. 
TCP is easily an order of magnitude more complex 
than the rudimentary end-to-end protocols of the day 
such as IBM’s Binary Synchronous Communications 

and ARPANET’s Network Control Program.

The Internet design team allocated functions as they 
did in order to provide the greatest opportunities for 
experimentation with network protocols. Subsequent-
ly, researchers developed end-to-end arguments aligning 
such function placement with a general theory of dis-
tributed system design, and in so doing inadvertently 
generated elements of the policy argument that has 
come to be known as network neutrality. End-to-end 
in the hands of the policy community has very differ-
ent implications than it has in the engineering world.6

Modularity
The Internet is a collection of separate, replaceable ele-
ments called “modules” by engineers; its overall struc-
ture has been described by philosopher David Wein-
berger as “small pieces loosely joined”.7

Modular design decomposes a technical system into 
functions that can be implemented in separate compo-
nents called “modules”. “Platforms” such as the Web 
are collections of modules. This strategy, sometimes 
called “divide and conquer,” has a number of benefits. 

Figure 1: Classical Internet Protocal Version 4 Header

Version IHL Type of  Service Total Length

Identification Flags Fragment Offset

Time To Live Protocol

Source of  IP Address

Destination IP Address

Options Padding

0 4 8 16 19 31
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It enables functions to be specified, developed, and 
tested in isolation from the rest of the system, facili-
tates reuse of modules in different systems, and makes 
it easy to improve the implementation of a function 
without destabilizing the entire system. 

Modular design is practiced in a number of technical 
fields, including computer science and network engi-
neering. As the seminal work on modular computer 
systems design was presented at the same forum as the 
seminal work on the design of ARPANET, it’s fair to 
say that modular computer systems and the Internet 
developed hand-in-hand.8

Internet design begins by distinguishing internetwork-
ing from networking, thus confining the Internet’s role 
to interconnecting networks rather than providing ba-
sic network services. This important element of Inter-
net design often escapes policy advocates, who mis-
takenly believe that the Internet specifies a particular 
method of network operation. An Internet is a virtual 
network (or a “meta-network”) that works with net-
works as they are, imposing a minimal set of require-
ments. 

The Internet doesn’t care whether a member network 
is public or private, fair or unfair, fast or slow, highly 
reliable or frequently broken. The operator of an In-
ternet member network may route all packets on equal 
terms, and he or she may differentiate. 

IP was initially designed to preserve service informa-
tion that may have had no meaning outside a particular 
member network, such as the Type of Service specified 
in bits 8 – 15 of the IP header and subsequently rede-
fined by the Differentiated Services protocol.

RFC 795 specified the interpretation of the Type of 
Service field by ARPANET, PRNET, SATNET, and 
AUTODIN II.9 Because the Internet design delegates 
such matters as service differentiation to physical net-
works, a myth has developed to the effect that the In-
ternet is a “stupid network” that can’t differentiate. In 
fact the Internet leaves all functions not directly perti-
nent to cross-network packet formatting and payload 
processing to individual networks; the Internet is not 
hostile to service differentiation, but differentiation is 
outside the scope of internetworking. 

Modular design separates functions and creates design 
hierarchies. Modular systems such as the THE multi-
programming system and the Internet protocols orga-
nize vertically, into higher-level and lower-level func-
tions, where dependency increases with altitude.

The Internet’s modular design produces benefits for 
innovation by creating platforms that simplify applica-
tion development. Just as physical networks are plat-
forms for IP datagrams, IP datagrams are a platform 
for TCP, which in turn is a platform for the web, which 
is a platform for Facebook, which serves as a platform 
for Facebook applications. Each platform simplifies 
the creation of new applications by managing aspects 
of the application, but this simplification comes at a 
cost in terms of efficiency. 

Internet modularity preserves the opportunity for ex-
perimentation on applications that take the Internet as 
a platform, and on the elements of the Internet itself, 
such as TCP, IP, and the systems of naming, routing, 
and security. 

Mini-Tutorial: Why is Internet downloading faster than uploading?

Each of the 1.6 billion Internet users in the world relies on fewer than 1,000 Internet Exchange Points or 
IXPs to get from one network to another.  Between the consumer and the nearest IXP are a number of 
switches that “aggregate” or   combine packets sent on lower speed data links onto higher speed data links. 
In the opposite direction, each of these switches “disaggregates” or un-combines.  The number of times a 
wire can be aggregated is limited by the speed of the fastest technology the IXP can buy, and by the number 
of networks the IXP can interconnect. Currently, most IXPs interconnect ISP networks at 10 Gbps.  Upload 
speed is therefore limited by the Internet’s traditional methods of operation.  High-speed Content Delivery 
Networks don’t aggregate as much as large ISP networks, so their upload speeds are faster than those of 
ordinary consumers.
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Efficiency
The design of the Internet generally sacrifices effi-
ciency to flexibility, as one would expect in a research 
network. 

The separation of functions required by modular de-
sign tends to reduce system efficiency by partitioning 
information, increasing generalization, and imposing 
interface costs. An application that relies on a platform 
function for authentication, for example, has to request 
and wait for authentication services from the platform.  
As the platform is more general than the application, 
its way of performing authentication may require more 
processing time than the application would require if 
it performed this task itself; the benefit is that the ap-
plication programmer doesn’t need to worry about au-
thentication and can focus on the more unique aspects 
of application logic. 

Modular organization lends generality to systems, 
simplifying higher-level components, but in so doing 
increases the information-processing burden. In most 
cases, this is a reasonable tradeoff: skilled system pro-
grammers are highly paid, and hardware components 
are cheap; modularity reduces the number of software 
bugs; and modular systems can re-use components 
developed and verified in other systems. In cases 
where efficiency is a paramount goal, modularity can 
be a burden if the system is not so well designed that 
modules are partitioned exactly according to natural 
boundaries.

There are many examples of the Internet’s inefficiency 
in action. The best well-known concerns the Internet’s 
congestion control system, implemented between in-
terior IP routers and end-user systems.10 This system 
requires new connections to begin in a low through-
put condition called “slow start,” defeating the desire 

of applications to transfer information quickly. It also 
contains a feature called “multiplicative backoff” that 
divides the application’s self-imposed bandwidth quota 
in half in response to each indication of congestion. 
The net result of these features is to prevent Internet 
core data links (communication circuits) from utiliz-
ing more than 30 percent of designed capacity.11 Given 
that Moore’s Law has caused data links to become 
cheaper and faster since this system was deployed, its 
benefits in terms of stability outweigh its inefficiency. 
The same calculus does not apply to wireless data links, 
however.

Manageability
The Internet is relatively weak in terms of manage-
ability, in contrast to its constituent physical networks. 
ARAPNET was managed from a central control point 
in Cambridge, Massachusetts, where operators were 
able to view the status of each separate data link from 
a single console, as PSTN operators can do. The In-
ternet standard for network management, the Simple 
Network Management Protocol (SNMP) relies on a 
system for viewing and modifying the state of physical 
network components that hasn’t responded well to se-
curity challenges or the sheer growth in the Internet’s 
size, although it has proved helpful in tracking down 
cybercriminals in some cases.12 SNMP is dependent in 
any case on physical network facilities. In response to 
SNMP’s weaknesses, the members of the Broadband 
Forum (mainly network operators) have devised an al-
ternative system more aligned with the security norms 
of telephone network management, TR-069.13

The elements of the Internet unique to internetwork-
ing, principally routing and the information exchanges 
that make routing possible, are handled by IETF stan-
dards such as Border Gateway Protocol (BGP). BGP 

Mini-Tutorial: Is the Internet a first-come, first-served network?

Many advocates of anti-discrimination regulations insist that the Internet has always handled all packets on 
a first-in, first-out basis. This common simplification has never been true. Internet edge routers, the devices 
that connect ISP networks to the Internet core, are typically configured to apply a “weighted fair queuing” 
algorithm across either packet streams or users to ensure fair and equal access to common resources. Simply 
put, fair queuing systems select packets from each user in round-robin fashion. Advocates of the first-in, first 
out rule confuse the reality of network management with the simplified public story.
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was thrown together hastily in order to allow the tran-
sition of the Internet from the subsidized NSFNET 
backbone to the current system where for-profit enti-
ties provide network interconnection and packet tran-
sit. While BGP had the ability to assign and exchange 
QoS information in routes, it was very rudimentary 
due to unresolved research questions and “political” 
issues.14 Fundamentally, the problem of network-wide 
QoS was complex and network operators were unmo-
tivated to solve it in 1989 absent a compelling applica-
tion need. Lackluster support for QoS routing and the 
predominance of a single application slowed the devel-
opment of large-scale QoS across the public Internet, 
which is one reason that net neutrality advocates in-
sist that the Internet is a “best-efforts network.” BGP 
doesn’t alter the nature of IP, however, and there are 
ways around the initial limitations in BGP regarding 
QoS.
 
BGP is in crisis, according to a report issued by the 
IETF’s Internet Architecture Board Workshop on 
Routing and Addressing in 2007.15 The transition to 
IPv6 and the onrush of new mobile users place re-
quirements on Internet edge routers that exceed the 
pace of progress in fundamental computer hardware 
technology.

The Internet architecture and protocols also lack di-
rect facilities for dealing with malicious behaviors such 
as bandwidth hogging and Denial of Service attacks, 
which it relegates to network operators, IP routers, 
firewalls, and Network Address Translators. The ar-
chitecture needn’t address these issues since the con-
stituent networks are perfectly capable of handling 
them on their own. Some advocates insist that the 
Internet’s architecture makes “discrimination” impos-
sible.16 It’s difficult to see where this naïve idea comes 
from, since every IP datagram displays source and des-
tination IP addresses, and IP’s most common payload, 
TCP, prominently displays a destination port number 
clearly identifying the application protocol.17 Most IP 
payload is carried in clear text, so this information is 
discernable to anyone with access to a shared network 
link and an off-the-shelf protocol analyzer such as 
Wireshark. The clear-text IP format is practically an 
invitation to discriminate.

It’s likely that significant changes are coming to the 
Internet in order to improve basic manageability, espe-
cially in the routing function, so historical limitations 
in BGP shouldn’t drive the network regulation debate 
one way or another. Moreover, advances in congestion 
management are likely to connect economics with the 
resolution of micro-congestion events. This is a rea-
sonable approach for a user-financed Internet. 

Innovation
The Internet has unquestionably served as a tremen-
dously successful platform for innovation. Economic 
powerhouses such as Google, Amazon, Yahoo!, eBay, 
Facebook, Twitter, Skype, and YouTube are household 
names thanks to the Internet, and some have become 
verbs in official dictionaries.18 Successful Internet in-
novations are typically file transfer-oriented web ap-
plications.19 Even video streaming, the Internet’s tele-
vision analogy, is implemented on YouTube and Net-
flix “Watch Instantly” as a file transfer, which is why 
traditional “trick play” VCR features such as fast for-
ward and rewind function so poorly on these systems. 
Communication-oriented innovations such as Skype 
and other VoIP services don’t follow the file transfer 
paradigm, but their share of the innovation space (as 
well as their contribution to total Internet traffic) is 
relatively small. 

Web applications have predominated as long as the 
Internet has been a mass phenomenon, so the innova-
tion barrier that new systems have had to overcome is 
co-existence with the web. This hasn’t been difficult. 
Like sand poured into a bucket of rocks, VoIP uses the 
capacity that the web can’t consume because of the on-
again, off-again “episodic” nature of web access. 

Because it takes human time to read web pages, the 
web generates short periods of network activity fol-
lowed by long periods (in computer terms anything 
over a millisecond can be considered “a long time”) of 
inactivity. VoIP is an adaptable, persistent, narrowband 
application that can run with an average allocation of 4 
to 100 kilobits per second; it easily finds transmission 
opportunities on all but the most overloaded broad-
band facilities. 
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VoIP didn’t have any major problems on the Inter-
net until a second non-web category of innovation 
emerged, peer-to-peer file transfer. Peer-to-peer appli-
cations such KaZaA and BitTorrent, used mainly for 
piracy,20 have an appetite for bandwidth that exceeds 
that of VoIP and the web by several orders of magni-
tude: The typical web page is 130 kilobytes, while the 
typical pirated video ranges from 350 to 1,400 mega-
bytes per hour, depending on resolution.21 The typical 
peer-to-peer transaction is equivalent to loading two 
web pages per second for an hour or two. 

Peer-to-peer also fills the spaces between the Internet’s 
rocks – the idle periods between web accesses – and 
makes VoIP a challenging application, and it continues 
to do so after the user has downloaded a particular file 
since it is both a file server and a download client.  His-
torically, the Internet has relied on the good will and 
good behavior of end users to prevent the instances 
of congestion that can cause applications to fail, but 
peer-to-peer design chooses not to comply with these 
voluntary norms of conduct.22 

As innovation seeks opportunities beyond the web 
paradigm and applications diversify, we should expect 

to see more instances of friction between applications 
such as Skype and BitTorrent. Some advocates who 
looked backwards can try to pretend that these con-
flicts are not real, but they are and they will test the 
ability of the regulatory system to respond effectively, 
and its record thus far does not inspire confidence.  For 
example, the FCC’s ruling on petitions filed against 
Comcast by peer-to-peer indexer Vuze, Inc. and a host 
of law professors and public interest groups in 2007 
was troubling on both factual and legal grounds, and is 
likely to be overturned by the courts.23 

Moreover, on today’s Internet, most innovation fric-
tion takes place between some applications and other 
applications, not just between applications and network 
operators. The net neutrality movement’s exclusive fo-
cus on operator behavior obscures this very important 
fact.

Subsidies

The Internet’s current business models effectively sub-
sidize content-oriented innovation. Packet routing fol-
lows a model that assigns the lion’s share of informa-
tion transfer costs to the ISPs that are content receiv-

Figure 2: Hot Potato Routing
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ers, rather than content creators and middlemen. As 
IETF member Iljitsch van Beijnum explains:24

Unless you go out of your way to make things hap-
pen differently, Internet routing follows the early 
exit or “hot potato” model: when traffic is destined 
for another network, it gets handed over to that net-
work as quickly as possible by sending it to the clos-
est interconnect location.

When ISP executives such as Ed Whiteacre, the for-
mer CEO of AT&T, complain about innovators “using 
[ISP] pipes for free,” hot potato routing is part of the 
context, because handing a packet from one network 
to another also hands over the costs of transporting 
it the rest of the way.25 When packets are handed over 
as early as possible, hot potato style, the receiving net-
work ends up paying the bulk of the costs for end-to-
end packet transport. 

The network diagram in Figure 2 helps us understand 
hot potato routing between the Verizon customer in 
Richmond and the AT&T customer in San Diego. 
Packets sent by the Richmond customer leave the Ve-
rizon network in Chicago, and are transported most of 
the way by AT&T. Packets sent by the AT&T customer 
leave the AT&T network in San Francisco, and are 
transported most the way by Verizon. For streaming 
applications such as YouTube and Netflix, 99% of the 
traffic goes from server to user, so the receiving user’s 
network pays most transit costs. The question of sur-
plus doesn’t arise until transit costs are covered.

When we combine the practice of hot potato routing 
with the fact that web users receive much more data 
than they transmit, by a factor two or more orders of 
magnitude, it becomes clear that ISPs and their im-

mediate customers do in fact pay most of the costs of 
transporting packets across the Internet. In this sense, 
it’s somewhat analogous  to how consumers pay the 
Post Office to have a package shipped to their house 
that they bought online or in a catalog: on the Internet, 
users “order packets” from other places and pay for 
most of their delivery.  Whiteacre’s complaining not-
withstanding, this is not a bad system.

This economic system has unquestionably helped en-
able the Internet innovations with which we’re all fa-
miliar by lowering entry barriers to small, new content 
creators and aggregators. Preserving this financial sys-
tem is perhaps the central issue for network neutral-
ity advocates who characterize deviations from it as a 
counter-productive wealth transfers from innovators 
to incumbent operators. As Institute for Policy Integ-
rity economists J. Scott Holladay and Inimai M. Chet-
tiar say:26

At its heart, net neutrality regulation is about who will 
get more surplus from the Internet market. Retaining 
net neutrality would keep more surplus in the hands of 
the content providers, and eliminating it would trans-
fer some surplus into the hands of the ISPs. Changing 
wealth distribution would affect the ability and incen-
tive of the respective market players to invest in the 
portions of the Internet they own.

Making retail Internet customers cover most of the 
costs of generic IP transit isn’t the end of the story, 
however. When IP transit services are completely de-
coupled from content, applications, and services, the 
economic incentives of network operators become es-
pecially misaligned with those of the innovators whose 
systems depart from the traditional web model. If we 
want next-generation networks (NGN) to enable next-

Mini-Tutorial: How does the Internet adapt to all these different networks?

The Internet’s secret is that its smallest and most fundamental element is nothing more complicated than a 
message format, which we call “Internet Protocol.” Protocols are usually complicated procedures, but IP is 
simply a way of organizing messages so that they can pass between networks. The U. S. Postal Service can 
pass postcards to Canada Post because both postal services share a common understanding of addressing (and 
revenue sharing,) not because they operate the same trucks, trains, and airplanes.
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generation applications, we probably need next-genera-
tion economics to align incentives, by providing send-
ers of packets (e.g., application and content providers) 
with the ability to pay a bit more to send packets by 
“Express Mail” rather the traditional best-effort “First 
Class mail.” The complete decoupling of applications 
from networks creates regulatory friction and the need 
for enhanced packet delivery systems.
 
However, the subsidy for basic packet delivery that 
lowers entry barriers for small businesses evaporates 
for many larger ones.  Most large content-oriented 
firms use for-fee Content Delivery Networks (CDNs) 
to deliver packets to ISPs from nearby locations with 
minimal transit expenses and faster and more reliable 
delivery. Even though the large firm’s path to the ISP is 
short and relatively inexpensive, the cost of transport-
ing a single copy of a movie to a CDN and then paying 
a higher fee for each copy the CDN delivers to the ISP 
is worthwhile from the Quality of Service (QoS) point 
of view. CDNs decrease ISP transit costs and reduce 
the traffic load on the Internet core, so they represent 
the happy alignment of interests that can come about 
when parties voluntarily choose to abandon subsidized 
transport for enhanced service: quality improves, costs 
are realigned, and the core becomes more robust.  
These things are true when the ISP provides the CDN 
service as well.

If a blunt packet non-discrimination mandate were in effect, 

wireless operators would not be able to sell “bulk mail” packet 

delivery to firms like Amazon at attractive prices.

An additional complication in the existing system of 
allocating payments on the Internet arises in the so-
called “middle mile” networks between ISPs and In-
ternet Exchange Providers (IXPs), especially in rural 
settings. As Christopher Marsden explains, Internet 
regulators have long overlooked the economic role of 
the middle mile: “until recently, many analysts did not 
fully appreciate that so much traffic on the Internet 
was monetized and had to pay its way.”27 High transit 
fees are the reason some small ISPs (e.g. Wireless ISP 
LARIAT in Laramie, Wyoming) ban the use of P2P 
outright on their lowest-tier pricing plans.

Specific Example: Inter-Domain Quality of Service
Quality of Service (QoS) is the technical term for sys-
tems that match application requirements to available 
network capabilities. Some applications, most notable 
telephone service, require low delay or latency be-
tween on caller and another, and other applications 
simply require low cost. QoS differentiation was part 
of the original design the Internet Protocol and of 
subsequent work by the Internet Engineering Task 
Force on the following standards:

	Multiprotocol Label Switching (MPLS)28 

	Differentiated Services (DiffServ)29 

	Integrated Services (IntServ)30 

	Real Time Protocol (RTP)31 

	Real-Time Streaming Protocol (RTSP)32 

	Resource Reservation Protocol (RSVP)33 

	Work in progress on Congestion Exposure

	Work in progress on Inter-domain routing

In addition, ICANN has assigned numbers to popu-
late portions of BGP Community Attributes with QoS 
level identifiers. The idea that the Internet requires a 
single service level persists because of the confusion 
between theory and practice, architecture and imple-
mentation. 

Recall that BGP was created in a few short months 
out of the necessity of replacing the NSF backbone, 
at a time when nearly all Internet use was file trans-
fer oriented. BGP is a mechanism that allows network 
operators to exchange routes based on policy, such 
that each partner network of a given network opera-
tor can be shown a different set of routes tailored to 
the business relationship between the networks. BGP 
is capable of advertising routes based on a variety of 
internal policies, which may reflect QoS attributes. In 
practice, BGP has not been used for this purpose sim-
ply because networks have not chosen to include QoS 
routing in their terms of interconnection. The ability 
to do this has always been present, but the will has 
been lacking for a number of reasons. 

For one thing, there’s little to be gained in applying 
QoS on the high-speed links (40 and 100 Gbps) that 
form the Internet’s optical core. Active QoS measures 
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are most valuable on data links where load is highly 
variable, but the core is so far removed from statistical 
variations and so well provisioned for peak load that 
QoS measures would rarely be invoked. Core traffic 
is aggregated from so many different sources that its 
contours only show slow diurnal variation. The value 
of QoS increases, however, as the packet traffic on the 
highest speed links is disaggregated onto slower links 
with more variable load. The problem with imple-
menting QoS at this level, between origin network and 
destination network, is complicated by the fact that 
the operators of the relevant networks may not have 
a business relationship with each other. Consider two 
networks, A and B, who exchange packets through a 
common transit network, C. A and B both have busi-
ness relationships with C, but not with each other. A 
and B have no reason to specify QoS with core net-
work C, for the reasons given. Hence, they have no 
agreement with each other for QoS. 

Developing QoS relationships between non-core net-
works would require a number of negotiations to take 
place that haven’t been necessary in the past. Core net-
works – both Tier 1s and Tier 2s – can facilitate this 
process by adding QoS to the agreements they have 
with other, as some have done according to the cryp-
tic information that’s publicly available about peering 
agreements.34 What’s needed is a set of transitive35 
agreements on core networks that transfer to edge 
networks automatically, essentially a marketplace like 
the stock exchange or eBay that allows the owners of 
the 30,000 networks within the Internet to make such 
deals. 

Another reason that end-to-end QoS isn’t widely im-
plemented is that BGP is a fundamentally insecure 
protocol. Network operators misconfigure BGP route 
advertisements on a regular basis, and a number of at-

tacks are trouble for BGP. 

The best-known example of this was the misconfigu-
ration of routes to YouTube by a network technician 
in Pakistan intended to block access from within that 
country. YouTube had a block of IP addresses consist-
ing of a 23-bit network number and 9-bit host num-
bers. The Pakistani technician set his router to adver-
tise two 24-bit network numbers for YouTube, which 
allowed his equipment to block requests to YouTube 
(network administrators call this practice “blackhol-
ing.”)

BGP prefers more specific routes over general ones, so 
as soon as the bogus Pakistani routes were advertised 
across the Internet they became the preferred routes 
for everyone; a 24-bit network address, even if it’s fake, 
is more specific than the 23-bit address advertised by 
YouTube, even though it’s real. Making QoS a feature 
of routes would make it that much easier for malicious 
users or careless administrators to exhaust network re-
sources by elevating P2P to highest priority, for exam-
ple. This would be disastrous for the victim network. 
BGP insecurity is a second barrier to wide-scale QoS 
deployment through the Internet core.

While network neutrality advocates fear change in the Internet, 

engineers fear the lack of change. 

Nevertheless, it is a fact that most home gateways sup-
port user-controlled QoS, as do all major operating 
systems, as well as the Internet routers sold by major 
firms such as Cisco, Juniper, Huawei, and Alcatel. 
Hence, the barriers to the implementation of end-to-
end QoS across the Internet can be overcome. Ulti-
mately, it’s an operational and business case problem 
that can be addressed by ISPs when they see the need, 
so long as regulators haven’t foreclosed the option and 
an efficient marketplace exists in which these transac-
tions can be made.

Why the Internet Works
According to Professor Mark Handley of University 
College, London, the Internet “only just works.”36 It has 
been architecturally stagnant since 1993 because it’s 
difficult to make changes in such a large system except 
as they’re motivated by fear:

…technologies get deployed in the core of the 
Internet when they solve an immediate problem 
or when money can be made. Money-making 
changes to the core of the network are rare in-
deed — in part this is because changes to the core 
need to be interoperable with other providers to 
make money, and changes that are interoperable 
will not differentiate an ISP from its competi-
tors. Thus fear seems to dominate, and changes 
have historically been driven by the need to fix 
an immediate issue. Solutions that have actu-
ally been deployed in the Internet core seem to 
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have been developed just in time, perhaps be-
cause only then is the incentive strong enough. 
In short, the Internet has at many stages in its 
evolution only just worked.

IP Multicast, Mobile IP, Quality of Service, Explicit 
Congestion Notification, secure BGP, and secure DNS 
are all significant enhancements to the Internet ar-
chitecture that solve real problems and have not been 
widely adopted (although we are finally making prog-
ress with DNS.)  One of the implications of the Inter-
net’s end-to-end architecture is that major changes need 
to be implemented among all, or at least most of the 
hundreds of millions of end-user computers and net-
work routers that comprise the Internet. Greed alone 
has never been sufficient to motivate such change, only 
collapse or near collapse has been a sufficient. The In-
ternet itself only replaced ARPANET’s NCP protocol 
because ARPA issued an edict that users had to up-
grade to TCP by January 1, 1983 or lose access to the 
network. 

While network neutrality advocates fear change in the 
Internet, engineers fear the lack of change:37

…there has been no substantial change at layer 
3 [IP] for a decade and no substantial change 
at layer 4 [TCP] for nearly two decades. Clearly 
then the Internet is suffering from ossification. 
The original general-purpose Internet which 
could evolve easily to face new challenges has 
been lost, and replaced with one that can only 
satisfy applications that resemble those that are 
already successful… 

… The number of ways in which [the Internet] 
only just works seems to be increasing with 
time, as non-critical problems build. The main 
question is whether it will take failures to cause 
these problems to be addressed, or whether they 
can start to be addressed before they need to be 
fixed in an ill co-ordinated last-minute rush.

Primarily, the Internet works because network opera-
tors spend enormous amounts of money to ensure it 
works as well tomorrow as it did yesterday when the 
workload was less. It doesn’t solve any problem – other 
than file transfer – especially well, but it solves many 
problems just well enough for general utility. The 
backlog of non-deployed enhancements and upgrades 

3GPP
version Year Coding Modulation MIMO

Channel 
Width in 

MHz

Peak 
D/L 
Mbps

Typical 
D/L 
Mbps

Efficiency 
bits/Hz

Delay
ms.

EDGE 1997 TDMA QPSK 5 0.5 500

WCDMA Rel 99 1999 WCDMA 1.8 150

HSDPA Rel 5 2002 3.6 100

HSUPA
7.2 Rel 6 2004 7.2 0.7 - 1.7 75

HSPA
14.4 16 QAM 14.4

HSPA+21 Rel 7 2007 64 QAM 21.6 1.5 - 7

HSPA+28 Rel 7 2x2 28

HSPA+42 2009 10 42.2

HSPA+84 2010 2x2 10 84

LTE Rel 8 2009 DFTS/
OFDM 2x2 1.4 - 20 150 4 -24 1.69 25

LTE 
Advanced Rel 10+ 2011 OFDMA/

SCDMA
4x4
8x4 10 - 100 300

1000 100 2.67
3.7 <25

Figure 3: Mobile Technology Summary39



The information Technology & Innovation foundation  |   March 2010	   		  page 18

is growing, as is the friction between new devices, new 
applications, and new users and the installed base. 

The most immediate stimulus for a wholesale upgrade 
of the Internet architecture – the only thing that might 
motivate a major improvement in the design of TCP 
and IP – is address depletion, using up all possible 
IPv4 addresses. Unfortunately, the large-address re-
placement for IPv4, IPv6, does not sufficiently address 
the myriad of small but growing problems that hold 
convergence back.  IPv6 deployment will cause a crisis 
in edge router design because it will cause a massive 
increase in the number of routes each edge router must 
hold in its specialized memory, however, and the reso-
lution to that problem may enable necessary changes 
to be made.38  Opportunities to upgrade the Internet’s 
major protocols – BGP, IP, and DNS – are few and far 
between, so they can’t be squandered.

It would be unfortunate if well-meaning regulators 
added to the Internet’s general ossification by forbid-
ding necessary and constructive changes while the 
question of the Internet’s future architecture remains 
unresolved.

Issues in Mobile Network Design and Op-
eration
While the Internet was designed to support a simple 
group of low duty cycle applications (remote login, 
e-mail and occasional file transfer) for locked-down 
computers shared by a modest number of highly-
skilled, trustworthy users in a non-commercial set-
ting, mobile telephony’s heritage is one of real-time 
communication-oriented applications, large numbers 
of mobile users, and personal devices competing for 
market share. It’s not surprising that there’s friction 
between Internet culture and mobile culture.

Brief History
The mobile network was originally designed to serve 
as an extension of the telephone network that added 
mobility at the network edge without altering the tele-
phone network’s fundamentals. Initially, it used ana-
log technology, and converted to digital in the 1990s. 
Data services were a special feature added on to the 
mobile network roughly during the period of its transi-
tion from analog to digital. As presently operated, the 
mobile network is still more efficient at providing tele-
phone service than data service.

Data services on mobile networks were initially enabled 
by the Cellular Digital Packet Data (CDPD) standard 
developed in the early 1990s. CDPD provided data 
transfer rates of 9.6 to 19.2 Kbps, roughly comparable 
to PSTN modems; it was adopted by AT&T, Cingular 
and Palm. Primarily noteworthy for providing digital 
service over the analog cell phone networks of the day, 
CDPD demonstrated the utility of data over mobile 
networks. It was subsequently replaced by faster, all 
digital systems such as EDGE, WCDMA, HSPA and 
HSPA+; the next big phases of mobile networking are 
LTE and LTE Advanced, data-oriented architectures. 
When mobile networks convert to LTE, the transition 
from a voice-centric to a data-centric network will be 
complete. 

The data rates of these systems have doubled roughly 
every 30 months, as predicted by Cooper’s Law.40 By 
way of contrast, Butter’s Law predicts that the data rate 
of optical fiber doubles every nine months; these rates 
of improvement are different because they reflect the 
differential effects that Moore’s Law has on different 
semiconductor processes. Moore’s Law affects mass-
market chips built in the newest fabs, but many radio 
parts are analog components whose manufacturing 
process progresses more slowly. It’s also the case that 
air is a more challenging medium for data communica-
tion than copper or optical fiber; some have said that 
wireless is a generation behind wired systems and al-
ways will be.

This is important because the rate of progress for In-
ternet applications is largely driven by price/capacity 
improvements in physical networking since the virtual 
network – the Internet protocols – has been stagnant 
since 1993. As Internet use shifts to wireless networks 
with slower intrinsic rates of advance, we might ex-
pect a slower overall rate of innovation, assuming all 
other factors remain constant. We should also expect 
increased fracture between mobile applications and 
stationary ones, in part because the bandwidth gap be-
tween the two can only grow larger but also because of 
intrinsic differences between fixed and mobile applica-
tions. Such factors are among the causes of application 
diversity. These factors combine in such a way as to 
suggest that innovation will actually accelerate.
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Modularity
The system architecture of wireless networks differs 
substantially of from that of wireline, Internet-orient-
ed networks in two major ways.  Obviously, mobile 
networks support mobility, so users don’t need to be 
attached to a wire to be connected.  Second, mobile 
networks require subscriber identity; hence they dis-
tinguish users and devices from their points of attach-
ment to the network. The Internet Protocol, on the 
other hand, only identifies devices by their points of 
attachment, and fails to identify users at all. The IETF 
has devised two protocols meant to add mobility to IP, 
Mobile IPv4 and Mobile IPv6, but neither has been 
widely adopted because of overhead and functional 
shortcomings, most importantly regarding security 
and packet routing overhead.  

Mobile IPv4 routes first to a constant home location, 
and from there takes a second route to the current loca-
tion, all at the expense of latency, which is unfortunate 
for voice communication (voice packets must arrive 
within 150-200 ms in order to please the ear and the 
brain, and doubling routing overhead doesn’t do them 
any good.) Mobile IPv6 resolves this problem, but any 
form of route optimization on the Internet raises se-
curity concerns, as the Internet lacks a comprehensive 
security architecture.

Mobile networks contain one set of modules that 
roughly correspond to the elements of networking 
defined by the Open Systems Interconnect Reference 
Model (OSI) reference model at the Data Link Layer 
and at the Physical layer, such as the GPRS Core Net-
work, the UMTS Terrestrial Radio Access Network 

(UTRAN) and the UMTS Terrestrial Radio Access 
(UTRA) air interface. Unlike wireline networks, mo-
bile networks include additional functions such as the 
Mobile Application Part (interface for mobile-to-mo-
bile calling and SMS), mobility routing, a PSTN inter-
face, subscriber identification, and diverse application 
support within the network itself. 

The newest wireless technology, called Long Term 
Evolution (LTE) replaces the current GPRS Core 
Network with an IP-based system called System Ar-
chitecture Evolution (SAE), which will enable most of 
the traditional wireless device support functions to be 
provided by IP-based applications inside or outside of 
the carrier network.  LTE is more than a fast radio; it’s 
a wholesale redesign of mobile network architecture. 
The GPRS Core Network is a system designed for te-
lephony that can do a bit of packet data, but SAE is 
a pure packet system that can do a bit of telephony.41  
In other words, the demands of the Mobile Internet 
are forcing the internals of the wireless network to be-
come more like those of the wired Internet.

The rate of change in system-wide architecture is 
much faster in mobile communication networks than 
in the Internet, despite higher system complexity, 
greater hardware constraints, and a much larger user 
base.  The transition to LTE is comparable in scope to 
the transition from ARPANET to the Internet in the 
early 1980s: a major reorganization that makes the sys-
tem less expensive and more flexible in the long run. 
However, the LTE transition will be accomplished on 
a network of five billion users, while the Internet tran-
sition affected no more than a few thousand. 

Mini-Tutorial: Why is Contention less Efficient Than Scheduling?

License-exempt “Open Spectrum” wireless systems such as Wi-Fi typically employ a contention protocol to 
determine which station gets access to the shared radio channel at any given time. Contention protocols require 
stations to sense “dead air” for an interval of time before beginning a transmission. The interval must be long 
enough to allow for propagation across the entire network. Propagation time is independent of data rate. As 
data rate increases, the length of time required to transmit the typical packet decreases. Hence, the higher the 
data rate, the greater the overhead of the dead air interval. In 802.11g Wi-Fi systems, contention overhead is 
close to 50% on the best case, and for 802.11n Wi-Fi, it can exceed 80%. For this reason, high-speed wireless 
systems cannot use contention protocols.
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Efficiency
Cooper’s Law increases in the rate of radio-borne data 
streams come about from increases in efficiency in all 
parts of the wireless network: better antennas, more 
effective coding of digital information onto analog ra-
dio waves, and better Medium Access Control (MAC) 
protocols. In the OSI Model, these functions all take 
place “underneath” IP, but many functions of radio 
networks take place in the service space “above” IP, 
particularly those that relate to the origination and ter-
mination of phone calls and to the interface between 
the mobile network and the fixed-line Internet. LTE 
features innovation in both the radio network and the 
service space (the part of the system that provides tele-
phone, data, and video services.)

Radio network improvements begin with the use of 
Multiple-Input, Multiple-Output (MIMO) antenna 
technology. This innovation, which is also used in the 
IEEE 802.11n Wi-Fi standard, allows radio receivers 
to capture and process information generated by radio 
noise such as the reflected multipath radio signals that 
non-MIMO systems filter out as noise and reject. It 
does this by attaching multiple radios, each with its 
own antenna, to a single handset or base station, and 
separately processing and then combining the data 
streams received by each radio. In theory, MIMO mul-
tiplies wireless system capacity by the number of radios 
deployed. MIMO systems are identified by the number 
of transmit and receive radios used; a 3 x 2 MIMO 
system would have three downstream radios and two 
upstream radios, for example. In principle, MIMO sys-
tems may benefit from the use of as many as 64 radios, 
but due to power limits and diminishing returns, LTE 
assumes a baseline 2 x 2 configuration.

At the level of coding, LTE uses a scheme known as Or-
thogonal Frequency Division Multiplexing (OFDM). 

OFDM works very well on MIMO systems and is par-
ticularly resistant to common types of noise found in 
mobile settings. Most previous advances in radio data 
rates have come about due to advances in coding that 
increase the number of bits of information conveyed 
by a single radio signal event. Largely, such advances 
are the result of the more rigorous signal processing 
made possible by Moore’s Law increases in the utility 
of semiconductor parts.

Parallel developments are taking place (or have taken 
place) in other radio systems, such as IEEE standards 
for 802.11n Wi-Fi, 802.16 Wi-Max, and the 802.20 Mo-
bile Broadband Wireless Access (MBWA) system.

The advances in efficiency that allow wireless net-
works to carry more data don’t move as fast as they do 
for wireline networks, so there’s no substitute for more 
spectrum when it comes to making wireless networks 

faster and more capable.

The principal reason that LTE offers greater opportu-
nity to increase data rates is its use of 10 MHz chan-
nels instead of the 5 MHz channels used by previous 
mobile technologies such as EDGE and HSPA. Simi-
larly, the DOCSIS 3.0 standard used on advanced ca-
ble Internet systems increases capacity from 40 to 160 
Mb/s by “bonding” or combining four cable channels 
together, and advanced VDSL+ systems sometimes 
employ copper “pair bonding” to double capacity. The 
greater the amount of spectrum a wireless system can 
use, the higher the data rates it can deliver. 

Manageability
Mobile network management is a topic that includes 
aspects that overlap with Internet management, such 
as the interconnection of separately owned and operat-

Mini-Tutorial: Why is the wireless downstream faster than the upstream?

Mobile systems typically use separate frequencies for downstream (to the handset) and upstream (to the tower.) 
Since the tower is the only user of the downstream channel, it can use all of it without any overhead. The up-
stream is a shared resource that must be allocated either by scheduling or by contention. Scheduling systems 
can divide the upstream channel a number of different ways, by frequencies, sub-carriers, time slots, or codes, 
but every scheme limits each device to less than 100% of the channel’s capacity. The DOCSIS cable modem 
system works like a mobile network in this regard.
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ed mobile networks with each other, but it also covers 
areas that are unique to physical networks. One of the 
areas unique to physical networks is something we’ll 
call micro-contention. This problem can be illustrated 
by taking a simple example. 

On a Wi-Fi network, the Wi-Fi Access Point (the func-
tion that handles the Wi-Fi part of a wireless router) 
and each station (laptop or smart phone) transmit and 
receive on the same radio frequency. Stations have 
knowledge of their own backlog of packets awaiting 
transmission, but no knowledge of the backlog in oth-
er stations. A station or Access Point that wishes to 
transmit a packet listens to the radio frequency chan-
nel before transmitting. If this listening – called “car-
rier sensing” – shows that a packet is on the air, the 
station waits for the period of “dead air” that ensues at 
the end of the packet. 

Having found a quiet period, the Wi-Fi device then 
waits for an additional period of random duration be-
fore transmitting. The random delay is intended to pre-
vent two or more stations what were waiting for the 
end of the same packet from beginning to transmit at 
the same time. If the channel is still quiet at the end 
of the delay period, the station begins transmitting. 
The random delays range from 0-31 multiples of the 
“slot time”, a unit representing the maximum latency 
from the network edge to the Access Point, generally 
20 microseconds. If two stations begin transmitting at 

the same time, their packets will corrupt each other, 
in much the same way that two people speaking at the 
same time confuse human listeners; this is called a col-
lision. 

The stations will not know that this has happened im-
mediately, because they can’t receive and transmit at 
the same time for technical reasons.42 They will dis-
cover the collision eventually, because the Wi-Fi pro-
tocol requires the receiving station to acknowledge its 
successful receipt of a packet by sending a short ac-
knowledgement packet. 

If the sender doesn’t get an acknowledgement of its 
packet in the expected time, it will re-randomize for 
a longer period and then retransmit. This sequence of 
events resolves an issue that engineers call “the mul-
tiple access problem”. This particular method is rea-
sonably effective for Wi-Fi because its very limited 
transmit power enables the slot time to be very small; 
in larger networks, this method becomes inefficient 
because the probability of collisions increases with the 
network’s range and with the size of the user popu-
lation connected to a given Access Point. (As Wi-Fi 
moves to higher speeds, carrier-sensing overhead is 
becoming problematic, however.)

Mobile networks have tended to employ altogether 
different strategies for resolving micro-contention, 
and these methods utilize characteristics of phone 

Figure 4: Carrier-sensing overhead in an IEEE 802.11g Contention System

Figure 5: Carrier-sensing overhead in an IEEE 802.11n Contention System
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calls. Unlike web access, which occurs in short bursts 
of activity separated by longer periods of inactivity, 
digitized phone calls consist of a series of packets sep-
arated by regular intervals; this kind of network access 
is called “isochronous” in contrast to “asynchronous” 
random access. Knowing that a mobile phone is en-
gaged in a call allows a bandwidth manager in the 
mobile system to reserve bandwidth on these regu-
lar intervals, which does away with the inefficiency of 
collisions; an application-aware bandwidth manager 
knows when the next voice packet is coming, and can 
reserve bandwidth for it. The Wi-Fi system is 50% 
efficient at 802.11g speeds and much less at 802.11n 
speeds43, but a scheduled system can approach 100% 
efficiency, even over much larger distances and with 
greater populations of active users.44 Scheduling sys-
tems convert the “dead air” created by the inefficiency 
of contention into usable bandwidth.

The reason the 802.11g system is 50% efficient is that 
the dead air time is roughly equal to the time needed to 
transmit the maximum packet at the network’s maxi-
mum speed. At higher speeds – such as those enabled 
by the new 802.11n standard – the dead air time re-
mains the same, but the time required to transmit the 
maximum packet declines quite dramatically. The top 
rate of 802.11g is 54 Mbps, but the top rate of 802.11n 
is (theoretically) 450 Mbps. With no other changes, 
the dead air overhead would consume nine-tenths of 
network capacity at the highest 802.11n rate.

The arithmetic of contention strongly suggests that 
higher-speed wireless networks will not be the edge-
managed systems envisioned by some Open Spectrum 
advocates. High-speed multiple access wireless net-
works will be managed by bandwidth managers, as 
mobile networks are managed today.

Heavy-handed regulation is ultimately bad for investment, de-

ployment, and adoption of wireline networks, and potentially 

fatal to mobile networks.

Scheduling can help web-based applications as well as 
phone calls, but this takes more work inside the net-
work. Wireless schedulers typically set aside a recur-
ring period for random access in order to allow users 
to access the Internet. Collisions can occur during the 
random access period, but they don’t have any impact 

on telephone callers using scheduled intervals. The 
mobile scheduler can increase the efficiency of Inter-
net access – eliminate collisions for everyone’s benefit 
– if it knows the network requirements of the particu-
lar Internet application.  Because the Internet assumes 
that its constituent physical networks lack a scheduling 
feature, however, the core Internet Protocol doesn’t 
know how to communicate scheduling requirements 
from an application that requires them to a network 
that can easily provide them. The Type of Service bits 
in the IP header (shown in Figure 1) don’t have a set-
ting for “periodic access.” An all-IP network such as 
LTE has to resolve this problem. 

Several types of Internet applications would be helped 
by bandwidth scheduling, in particular VoIP and au-
dio-video streaming. Any application that deals with 
sound has to process inbound packets with little delay. 
While some audio-video applications can buffer large 
numbers of packets in order to compensate for net-
work delays – YouTube and Netflix Watch Instantly do 
this – others such as TV channel surfing, video confer-
encing, and VoIP don’t benefit from buffering. In fact, 
Internet-based VoIP applications such as Vonage and 
Skype have the same scheduling needs on wireless net-
works as network operator-managed cell phone calls. 
As network speeds increase, as they must in order to 
provide satisfactory web access for mobile platforms, 
the value of scheduling also increases. Even advanced 
wireless access methods such as CDMA, beam form-
ing and Spatial-Division Multiple Access (SDMA) need 
a rudimentary scheduler in order to eliminate the col-
lisions caused by multiple use of shared facilities such 
as CDMA codes, radio frequencies, and OFDM sub-
carriers.

Given that the IP doesn’t have the semantics to com-
municate with a scheduler – it lacks the vocabulary with 
which to describe streams of repeating events – the 
question of how real-time communications-oriented 
applications will work on an all-IP network is a serious 
issue. In order for next-generation wireless networks 
to reach their full potential for supporting both data-
oriented and communication-oriented applications a 
resolution must be found, and quickly. The absence of 
this feature, and its implications, has long been under-
stood by Internet analysts. Tim Wu, the law professor 
who coined the term “network neutrality”, addressed it 
in his seminal paper “Network Neutrality, Broadband 
Discrimination:”45
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Proponents of open access have generally over-
looked the fact that, to the extent an open access 
rule inhibits vertical relationships, it can help 
maintain the Internet’s greatest deviation from 
network neutrality. That deviation is favoritism 
of data applications, as a class, over latency-
sensitive applications involving voice or video. 
There is also reason to believe that open access 
alone can be an insufficient remedy for many of 
the likely instances of network discrimination.

Regardless of its many benefits, an open access rule 
does not correct the Internet’s intrinsic design bias 
against latency-sensitive applications running over 
wireless networks, and the traditional remedy employed 
on wireline networks – throwing bandwidth at the 
problem – has little utility in the wireless space.  We’ll 
address practical solutions to this dilemma shortly.

Innovation
It’s well understood that open access networking re-
gimes spur Internet innovation While this factor is 

neither an absolute requirement nor a sufficient condi-
tion for achieving the optimal level of innovation, it’s 
extremely important. Other key factors are low entry 
barriers, easy system extensibility, functional richness, 
and platform reliability. 

When we consider the opportunities for innovation on 
IP-enabled mobile networks, we need to take stock of 
the extent to which IP is truly open. While it’s true 
that IP enables every user at every endpoint of the In-
ternet to communicate with every other user at every 
other endpoint, it is constraining with respect to the 
parameters of their communication. IP was engineered 
around the common capabilities of a limited number 
of networks in an era in which semiconductor chips 
were much more expensive and limited than they are 
today. The networks were very limited by current stan-
dards. PRNET, for example, supported basic mobility 
within the extent of PRNET, but not telephony.

IP’s original Type of Service parameters didn’t support 
any network capabilities that didn’t exist in the four 

Figure 6: Deering’s Hourglass
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target networks at the time IP was designed, for obvi-
ous reasons. IP’s “future proofness” consisted primar-
ily of a means by which the first version of IP could 
be replaced wholesale with a newer version. This is an 
extremely difficult process, however, as we’ve learned 
from the decade-long effort to replace IPv4 with a 
larger address cousin, IPv6. Network architect Steve 
Deering has described the Internet’s innovation en-
vironment as an hourglass, in which a diverse set of 
applications run across a diverse set of networks, all 
constrained by the narrow waist of IP.46

As Deering pointed out in his 2001 presentation to the 
IETF, one of the functions of IP is to “virtualize” the 
physical networks that carry IP packets. Virtualization 
hides the differences between the networks, but in so 
doing forecloses the ability of some applications to 
make efficient use of some network features. The un-
even range of capabilities in physical networks makes 
this outcome unavoidable: IP is a physical network in-
terface, and when physical networks have diverse capa-
bilities, it must choose between uniformity and capa-

bility. Uniformity is a maximum hiding of differences, 
and capability is a minimum hiding. 

The clear bias in the Internet engineering community 
is to err on the side of uniformity. This bias compro-
mises network efficiency in the interest of network 
generality. This bias was productive for the Internet of 
the past because the shared resource, bandwidth, has 
grown steadily cheaper. In principle, wireline band-
width is only limited by the number of silicon atoms 
that can be transformed into glass fiber and semicon-
ductor chips, and the willingness of network users to 
pay for them.

Internet uniformity adheres to a least common de-
nominator assumption about network features, but it 
can just as easily be conceived the other way around. 
Mobile networks don’t rely on packet schedulers be-
cause they’re more capable than wireline networks, 
but because they’re more constrained. When we can’t 
eliminate network congestion by adding bandwidth, 
we need to schedule packets in order to boost the 

Figure 7: Internal Architecture of the RACS model52
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overall efficiency and effectiveness of the wireless net-
work up to accepted wireline standards. Consequently, 
VoIP and similar applications only need to commu-
nicate scheduling desires to the wireless networks 
they traverse, not to every network in its end-to-end 
path.  The Internet allows this kind of communication 
through specialized QoS protocols such as Integrated 
Services47 and RSVP.48 In the next section, we’ll de-
scribe how these protocols may be employed to sup-
port voice over LTE.

Specific Example: Voice over LTE
The 3rd Generation Partnership Project (3GPP) is de-
signing LTE. While the design has been heavily influ-
enced by the needs of voice at every level of the archi-
tecture, the final details about how to support it over IP 
are not yet determined. For the time being, LTE dem-
onstration projects will support voice by falling back 
to the pre-LTE mobile voice standards. Since LTE is 
meant to be a smooth upgrade, this is not burdensome 
for the time being. In the long term, however, a meth-
od must be developed for voice over LTE.  The official 
plan for LTE calls for a system known as IP Multime-
dia Subsystem (IMS) to provide voice support, but the 
IMS standard is not yet complete and equipment to 
support it is very expensive. The consensus position 
within 3GPP is that an interim system will transition 
to IMS; the two candidates are One Voice49 and Voice 
over LTE via Generic Access (VoLGA).50 Essentially, 
VoLGA is a short step toward IMS and One Voice is 
a longer step. One Voice, recently renamed Voice over 
LTE or VoLTE, has all the momentum.51

IMS is a work in progress as it seeks to accomplish 
two contradictory goals: on the one hand, it wants to 
use low-cost, general-purpose hardware developed 
for classical IP networks, and on the other is wants to 
provide a functionally rich platform for deploying and 
monetizing media services. Hence there’s been great 
deal of tussle from one release of IMS to the next re-
garding function placement: rich services can be pro-
vided within the IMS network, and low-cost services 
can be deployed outside it. 

IMS access to specialized network QoS capabilities is 
provided by a function called the Resource and Ad-
mission Control Subsystem (RACS). As part of the 
processing of call requests, IMS reserves bandwidth 
through RACS, a function that bypasses IP and com-

municates directly with the radio network’s scheduler 
and the IMS Service-based Policy Decision Function 
(SPDF). SPDF is connected to the IETF-standard Ses-
sion Initiation Protocol (SIP), so we can understand 
IMS as supplementing the standard Internet protocols 
with application- and network-specific interactions.

Once bandwidth is reserved, an RACS-aware func-
tion in the wireless device responds to scheduling with 
the appropriate voice packets. It’s in the interests of 
the wireless device to use scheduled bandwidth ap-
propriately; not only is it a scarce resource with higher 
cost-per-byte than unscheduled bandwidth, it’s also 
managed in smaller increments that wouldn’t serve the 
needs of applications such as web surfing very well. 
Scheduled bandwidth is generally subject to bargaining 
between application and network: the network permits 
low-delay access to the network, but only for short pe-
riods and only on an extended schedule. This is similar 
to the ability of an administrative assistant to interrupt 
a busy executive to deliver short messages such as “you 
had an urgent call from your broker”.  This sort of ac-
cess wouldn’t be appropriate if the administer wants 
to have an extended conversation about buying a car 
while the executive is meeting with a client.

Whether the IMS model is consistent with Internet ar-
chitecture is a complex question. Some advocates insist 
that the Internet architecture forbids application-spe-
cific features in the network; if such features can’t be 
placed in the (IP) network, they can only be imple-
mented in specialized features of physical networks 
such as IMS. By that understanding, IMS is consistent 
with Internet architecture, even though it’s clearly not 
consistent with Internet tradition. 

An alternative approach to providing voice over LTE 
would use IETF standards such as Mobile IPv6 along 
with RSVP and Integrated Services. Even with these 
protocols serving as connectors, mobile networks 
would still need to supply their own servers to com-
plete the roaming, authentication, and accounting 
functions necessary for network operation. In the same 
way, fully-IETF content services need to bring their 
own content and billing to systems that use HTTP to 
connect to consumers.  A more standards-compliant 
solution may win out in the long run because it would 
lower network operation costs, but it’s not available at 
present.



The information Technology & Innovation foundation  |   March 2010	   		  page 26

Status of Internet Design and Wireless Networks
Internet standards don’t fully support the range of ca-
pabilities required by mobile users and wireless net-
work operators, so the wireless engineering commu-
nity is at work on the necessary supplements. This pro-
cess of supplementation and substitution isn’t unique 
to wireless networks: new wireline applications such 
as BitTorrent and Skype also substitute idiosyncratic 
protocols for Internet standards. In some cases, such 
innovators seek IETF approval for their protocols, as 
BitTorrent is currently doing with their uTP protocol; 
Skype is not going in this direction, however. 

The Skype system uses a P2P call setup procedure 
based on the KaZaA system created by Skype’s found-
ers before the formation of Skype. The KaZaA meth-
od penetrates firewalls better than the IETF method, 
SIP. Skype also uses proprietary methods of encoding 
phone calls in digital formats, and relies in part on the 
license fees their proprietary methods generate to pro-
vide cash flow; the bulk of Skype’s revenue comes from 
PSTN termination fees, however.53  

As is the case for Skype and P2P, mobile network in-
novation takes place beyond the Internet’s design ho-
rizon. Wireless operators hope that IP technology will 
ultimately catch up and fully assimilate the mobile ca-
pability, if for no other reason than to lower the costs 
of wireless network equipment. The dream of lower-
cost equipment was the prime motivator for the all-IP 
LTE design.

The design of the Internet presumes that the under-
lying physical network has a set of capabilities that 
closely approximate those of the classical Ethernet lo-
cal area network in the 1970s. Classical Ethernet was 
a stationary network, with a single service level, high 
speed, low intrinsic error rate, and variable delay; it was 
the prototypical “best-effort” network. The Ethernet 
assumption doesn’t adequately capture the nature of 
today’s physical networks. 

Wireless networks, as we’ve seen, have the ability to 
reserve and prioritize the allocation of network band-
width; they’re also mobile and highly variable with 
respect to delay and packet loss. Ethernet itself has 
evolved from a shared cable, “stupid” network con-
trolled by end points alone into a system with an active 

switch at its center which can mediate access requests 
from all connected stations and assign bandwidth to 
high-priority uses ahead of low-priority ones accord-
ing to the seven levels of priority defined by the IEEE 
802.1D standard.54 In today’s Ethernet, “best effort” is 
the second to lowest priority. The IEEE 802.11e Wi-
Fi standard defines four levels of priority as well as a 
reservation-oriented service.55

It’s no longer necessary or productive to think of the 
Internet as a best-effort network that operates on a 
purely end-to-end basis. As David Clark, author of the 
papers on the end-to-end arguments and former Chief 
Architect of the Internet, recently said:56

For many users, the end-to-end principle in its 
literal form is a pain - it means they have to in-
stall software and manage upgrades on a PC that 
is complex and insecure. Much better to take 
advantages of services that are professionally 
run…I think the crucial question is not where 
a function is located (at the end-point or from a 
service provider somewhere on the network), but 
the extent to which the end-user will preserve 
the right to choose providers that they decide to 
trust. The real question is about trust, not loca-
tion.

When network users have meaningful choice among 
providers of network services, many of the most vexing 
regulatory questions answer themselves.

The Mobile Network Infrastructure
Up to this point, we’ve discussed the mobile network in 
terms of its protocols and system architecture elements. 
In this section we’ll examine the equipment that makes 
it operate. The purpose of this section is to develop an 
understanding of some of the practical limits on mo-
bile networks in order to uncover barriers to network 
growth that can be alleviated by smart policy choices.

Essential Parts of the Mobile Network
The mobile network consists of three basic parts:

a) A battery-powered mobile handset with one or more 
radios, each with its own antenna;
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b) A base station with one or more radios, each with its 
own antenna, that communicates with all the mobile 
handsets joined to its network in an area ranging from 
a city block to a few miles and bounded by the areas 
served by neighboring base stations;

c) A backhaul system that connects base stations with 
the telephone network and then to the Internet core.

Each of these elements shares certain common char-
acteristics that allow them to function as a coherent 
whole. The handset identifies the subscriber, commu-
nicating his or her location (among other things.) This 
function is unique to the mobile network; wired net-
works identify subscriber by the wire to which they’re 
attached. Because the handset is battery-powered, the 
mobile network system is designed to conserve hand-
set power. Handsets turn their radios on and off sev-
eral times a second at precise intervals to sense signals 
from the base station without consuming the power 
required for always-on operation. Handsets create the 
illusion of an always-on connection without actually 
having one.

Base stations (AKA, towers) were originally built to 
use a single radio and antenna, but have been rede-
signed to employ a technique known as “sectorization” 
that divides the coverage area into three or more sec-
tors (imagine a pizza cut into three equal slices.) 

Each sector is served by its own radio and antenna pair 
(or more than one for MIMO systems.) Sectorization 
is a technique that increases the effective capacity of 
a base station, but every sectorization system creates 
areas of coverage overlap where signals from adjacent 
sectors overlap each other; handsets are engineered to 
deal with these situations.

Backhaul is a system of copper wire, fiber optic cable, 
microwave, or millimeter wave radio that connects 
base stations to the network operator’s wired network. 
Once the base stations are connected to the operator’s 
wired network, it becomes possible for the operator 
to distinguish phone calls that are to be routed to the 
PSTN from Internet packets that are routed to Inter-
net Exchange Points. Backhaul is a particularly serious 
deployment problem that often does overlooked in the 
policy discussion around next-generation mobile net-
works because it’s seen as secondary to spectrum. As 

the data rates of handheld devices increase due to bet-
ter signal processing and more spectrum, the load on 
backhaul also increases.

Spectrum
Radio spectrum serves two purposes in the mobile 
network: it’s the indispensible means by which hand-
sets communicate with base stations, and one very 
common means of providing backhaul. The frequen-
cies for handset coverage are lower than those used 
for backhaul; lower radio frequencies naturally tend to 
propagate more uniformly, while higher ones tend to 
propagate more narrowly (these characteristics can be 
modified somewhat by antenna design, but not com-
pletely erased.) When the goal is to blanket an area with 
radio waves, frequencies below 4 GHz do the trick. 
When the goal is to connect a base station to one and 
only one network concentration point a mile or more 
away, microwave frequencies above 10 GHz are appro-
priate. When the goal is to connect a base station to a 
nearby network concentration point without a license, 
60 GHz millimeter wave does the job. The 700 MHz 
frequencies freed up by the DTV conversion are usable 
for mobile networking, but are somewhat less effective 
for data services than frequencies above 1500 MHz; 
at 700 MHz, the beam is too resistant to reflection for 
advanced techniques such as Multiple Input-Multiple 
Output (MIMO) radios to generate optimal efficien-
cies. Mobile operators can use 700 MHz, but also need 
additional spectrum above 1500 MHz.

Licensing considerations sometimes motivate network 
operators to use frequencies for particular applica-
tions that may be less than ideal, or to use them in 
novel ways. An experimental network is building out 
in Claudville, Virginia using Wi-Fi for the last hundred 
feet and license-exempt 700 MHz White Spaces for 
backhaul.57 The network apparently obtained a waiver 
from the FCC allowing it to boost White Spaces power 
above the ordinary limit, which allows a single White 
Spaces signal to reach an entire group of Wi-Fi access 
points.

Licenses

While licenses are seen as a nuisance by rural network 
operators, in densely populated areas they have the ad-
vantage of guarding against “tragedy of the commons” 
effects frequently encountered by Wi-Fi users in high-
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density housing and conference settings. Every radio 
frequency channel has a finite capacity in every geo-
graphic area, and licenses are one means of limiting 
access to the number of users and amount of use that 
the channel can support. Licenses are typically limited 
by frequency, bandwidth, power, and geographic area 
in the U. S., and by technology as well in Europe.

Efficient Use

While licenses help to ensure efficient use of radio 
channels, they’re neither necessary nor sufficient con-
straints. Multiple use of radio channels can be achieved 
by voluntary adoption of standards, but as we dis-
cussed in the previous section on wireless manageabil-
ity, existing standards aren’t as comprehensive as they 
would have to be in order for high data rate users to 
share radio channels over distances greater than two 
or three hundred feet in densely-populated areas. The 
necessary work to develop open standards for wireless 
channel sharing with reservations simply hasn’t been 
done. 

Even if such a standard existed, investment isn’t likely 
to occur without the assurance that the investor will 
have reasonably predictable and successful use of radio 
channels. Licensing has an advantage, at this stage of 

technical development, for assuring the efficient and 
deterministic use of radio channels. 

Roaming

Roaming makes capacity planning for mobile networks 
tricky. In principle, any estimate of the number of us-
ers within the coverage area of a given base station is 
subject to error; a “flash mob” may converge in a public 
space and overload the base station. In practice, these 
events are rare, so wireless operators have developed 
formulas for determining capacity while taking roam-
ing into account. 

Europe has extensive regulations on roaming that cov-
er capacity and permission, and is considering adopting 
roaming regulations for mobile data plans in order to 
reduce roaming charges. The interplay between such 
requirements and capacity planning is very complex, 
hence GSMA (the trade organization of 900+ mobile 
network operators and equipment vendors) opposes 
data roaming regulations.

Coordination

Such issues as base station density and location and 
roaming for both voice and data raise the issue of 

Figure 8: Cell tower disguised in cross by Larson Camoflage
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coordination of radio channels across base stations. 
Wireless signals don’t propagate uniformly; they’re 
distorted by physical obstacles, reflected by surfaces of 
various kinds, and disperse with the square of distance 
and frequency due to free space path loss.58  In areas 
where signals overlap, such as between neighboring 
base stations or between sectors on a single base sta-
tion, coordination strategies are employed to mitigate 
interference. The simplest strategy is to use different 
radio frequencies on adjoining sectors, just as AM and 
FM radio stations transmit in different frequencies; 
this is a traditional analog radio technique. 

Digital radio systems such as those used by the mobile 
network also mitigate interference using different codes 
on a common frequency. The Code Division Multiple 
Access (CDMA) networks employed by Verizon and 
Sprint use a technique developed by Qualcomm, and 
the 3GPP system used by T-Mobile, AT&T, and the 
European operators use WCDMA, a licensed variant 
of the Qualcomm method. CDMA uses digital coding 
signatures to train radio receivers to the correct trans-
mitter at any given time.  

An additional technique is Time Division Multiplex-
ing (TDM), where systems take turns accessing the 
radio channel per a schedule. OFDM Multiple Access 
(OFDMA) and Synchronous CDMA (S-CDMA) are 
additional tools that may be used in the pursuit of co-
ordination, as is the TD-SCDMA system preferred by 
China, a hybrid of TDM and S-CDMA that allows ac-
tive management of upstream and downstream band-
width allocations. 

The coordination problem hasn’t been completely re-
solved, but common management of adjacent base sta-
tions and the frequency licensing makes it tolerable. 
The cooperation of the various elements of the system 
is assured by common ownership.

Base Station Siting
Adding base stations is one solution to mobile network 
capacity exhaustion, but it’s fraught with difficulties. 
High base station density aggravates the coordination 
problem, as the greater the density, the greater the like-
lihood of signal overlap and interference. The tech-
niques described previously have operational limits in 

Figure 9: Internet is a Virtual Network composed of Many Physical Networks
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terms of the number of codes, frequencies, and time 
slots available for assignment. Adding base stations 
also requires backhaul connections to more places, as 
well as local zoning permission. Zoning raises NIM-
BY considerations, especially in areas in which citizens 
are extremely sensitive to aesthetics. For this reason, 
tower designs have been developed that blend into 
background features.59  But even with this creativity 
on the part of tower providers, many jurisdictions still 
arbitrarily limit new towers.

The FCC’s recent adoption of “shot clocks” for local 
zoning decisions is extremely helpful in this regard, and 
should help clear the backlog of tower siting requests 
that currently exceeds 760 according to the CTIA.60 
Nevertheless, the shot clock only requires a faster de-
cision, and even with this improvement many locali-
ties still put up barriers to cell tower siting.  Moreover, 
each new base station requires backhaul, which has its 
own problems.

Backhaul
Before we define and address the options for mobile 
network backhaul, it’s useful to take a step back and 
review how the Internet is put together. In common 
discourse, the Internet is a single, coherent network 
that exists in its own space. ISP networks are supposed 
to “access” this Internet, so their terms of use are be-
lieved by some to be regulatable apart from the terms 
under which the Internet operates in its far-away place.  
In fact, this is a misleading characterization. 

The Internet does not exist apart from ISP networks, as 
it’s not so much a thing or a place as a set of agreements 
that enable separately owned and operated networks to 
exchange information under mutually agreeable terms. 
When subscribers purchase Internet services, they’re 
not accessing this system as much as joining it. The claim 
that regulations affect access but not the Internet sys-
tem as a whole is a distinction without a difference. 
Network neutrality advocates know that the Internet 
is an end-to-end system, so there is no part of the path 
between one Internet-connected system and another 
that is not part of the Internet. A regulation on one 
part of the Internet is a regulation on the Internet as 
a whole.

Whenever a new physical network joins the Internet, 
the virtual network – the Internet itself – expands and 
assimilates the new physical network. Terms of inter-
connection therefore must reflect the characteristics of 
physical networks and levels of service their owners, 
users, and applications require.  

It’s more productive to think of the Internet as an 
ecosystem than as some sort of advanced telecom net-
work.  The following will examine the ways that dif-
ferent aspects of the Internet ecosystem interact within 
the medium of mobile netwrking. 

Consequently, one of the crucial aspects of the mobile 
infrastructure is the element that joins mobile net-
works to the Internet; this part of the mobile network 
is called the “backhaul”. The backhaul combines or 
“aggregates” network traffic to and from towers into a 
single point of concentration under the network opera-
tor’s control, and then connects to Internet Exchange 
Points (IXPs) where IP packets are exchanged with 
other networks.  

Figure 10: Cergagon FibeAir® IP-10 Switch
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 Technologies

The most valuable backhaul technology is optical fiber; 
it permits a higher bandwidth horizon, lower latency, 
and greater resilience than any of the alternatives. 
Once fiber optic cabling is installed, it pays immediate 
dividends in every other aspect of network operation: 
power consumption is lower, reliability is higher, and 
termination equipment is cheaper. However, install-
ing fiber can be expensive: costs vary from $5,000 to 
$500,000 per mile depending on the development state 
of the installation area (rural is cheaper than urban), 
aerial deployment vs. trenching, trenching require-
ments (under pavement vs. under dirt), and access to 
ducts and conduits. When these costs are prohibitive, 
network operators turn to alternatives such as copper 
pairs, microwave, and millimeter wave.

Telephone company twisted pair has been the histori-
cal mainstay for mobile tower backhaul. The copper-
based T1 standard for digital telephony is ubiquitous 
and mobile is still a telephony-oriented system. T1 
has capacity issues – its data rate is only 1.44 Mbps – 
but these can be overcome by bonding multiple pairs. 
Eight T1s is 11.5 Mbps, sufficient for mobile technolo-
gies up to HSPA. When copper is not sufficient and 
fiber is too expensive to install (both are often the case 
in crowded city centers,) the next alternative is micro-
wave. 

Microwave frequencies are licensed, so the network 
operator who invests in a microwave backhaul system 
doesn’t have to worry about the system’s capacity. As 
long as all nearby microwave users are operating within 
the terms of their licenses, capacity will be as expected. 
Microwave is a line-of-sight technology that performs 
in a manner very similar to cables, connecting one pair 
of communicators exclusively, without spillover or in-
terference to or from others. 

Despite the economy of microwave signals, in come 
urban areas all microwave frequencies are already in 
use. A new entrant – or an old entrant with a new tow-
er – can sometimes persuade an incumbent to alter his 
signal path in a dogleg pattern to create an interfer-
ence-free path by installing an intermediate transmit-
ter and receiver.61 This sort of negotiation is common 
in high-density settings. 

Where all other options are exhausted, millimeter wave 
systems are available at 60 GHz and above in both li-
cense-exempt and lightly licensed regimes. These sys-
tems consume a great deal of power for the distances 
they cover – the higher the frequency, the greater the 
power to cover a given distance – but they’re so rare 
and have such highly focused signals that interference 
with other millimeter wave systems isn’t an issue.

Specific Examples: GigaBeam and Ceragon

Microwave backhaul equipment is available at prices 
ranging from $10,000 to $100,000 depending on speed, 
distance, and power level. Transmission systems capa-
ble of achieving the 100 Mbps speeds needed for 4G 
backhaul cost roughly $1,000 - $2,000 for each mile of 
range from 6 to 30 miles, plus a base cost that increases 
with frequency. 

Ceragon Networks is an Israeli microwave technol-
ogy producer offering a wide range of wireless back-
haul and distribution systems. Unlike millimeter wave 
competitor GigaBeam,62 Ceragon is a profitable com-
pany, although 2009 was a hard year for them. Their 
product line is a mix-and-match set of modular com-
ponents consisting of RF air interfaces for the 6-38 
GHz range, protocol processors supporting Carrier 
Ethernet, Multi-Service, and TDM, and management 

Figure 11: GigaBeam installation providing backhaul for 
Google’s Mountain View Wi-Fi Network
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systems. Their flagship product, FibeAir IP-10, is a 
carrier-grade wireless Ethernet providing “migration 
to IP with the highest possible capacities at the lowest 
overall cost.”63

Ceragon systems are designed like traditional Ethernet 
switches with “optional stackable radios” and external 
network management capabilities. They’re meant to 
provide mobile operators with a platform for migrat-
ing traditional backhaul networks to IP. Systems range 
in speed from 100 Mbps to 1.6 Gbps and in distance 
from 6-30 miles. 

Millimeter wave systems produced by GigaBeam and 
others show some promise in a limited set of back-
haul applications, but they’re not without challenges.  
Distance is a problem, as these systems are typically 
limited by power requirements to 1000 meters on the 
license-exempt 60 GHz spectrum. Their principal use 
is currently connecting two adjacent buildings when 
it’s impractical to install or lease optical fiber, but 
GigaBeam systems are also in use in Google’s public 
Wi-Fi network in Mountain View, California, where 
they provide backhaul. 

Backhaul Bottom Line

Termination equipment costs and power requirements 
are much higher for wireless than for fiber, but wireless 
installations are faster, cheaper, and easier.  It’s hard to 
argue with the long-term economic benefits of user-
owned fiber networks, but ease of installation can tilt 
the scales in favor of wireless systems that enable the 
operator to reach paying customers sooner even if op-
erational costs are higher.  One Velocity, a GigaBeam 
customer in Las Vegas, Nevada, was able to design and 
install a small Metro Ethernet and win customers in 
four months with a lightly licensed 70 GHz system, 
for example.64

Fiber to the tower, however, has ancillary benefits for 
fiber rollout generally that shouldn’t be ignored even 
though they’re hard to quantify at present. It’s rare for 
a fiber rollout not to include more fibers than the im-
mediate application requires, and these can generally 
be made available on some basis to other applications 
such as fiber to the home or office.

Emerging Mobile Internet Applications
First-generation mobile Internet applications were 
limited to e-mail and surfing portions of the web ac-
ceptable to the Wireless Application Protocol (WAP) 
system. WAP 1.0 didn’t connect to the web directly, but 
to a gateway that reformatted web pages for the small 
screens of the wireless “feature phones” that preceded 
today’s smartphones. WAP 2.0, released in 2002, pro-
vides for end-to-end web access without the gateway 
but still allows the operator to add subscriber informa-
tion to web transactions. Leading edge smartphones 
such as the iPhone, the Palm Pre, the Androids, and 
Blackberries access web sites in much the same way 
that laptop computers do, with the additional benefit 
of mobility. Hence, they’re already a richer platform for 
applications than desktop computers: they reach the 
whole Internet, the Global Positioning System (GPS), 
the telephone network, and in some instances the TV 
network as well. Consequently, these smartphones are 
the platform on which the most interesting and useful 
applications are emerging.

Content Delivery
At first impression, content applications seem to work 
the same way on mobile networks that they do on 
wireline networks: a user locates the content, clears 
any licensing hurdles that may be associated with it, 

Figure 12: Amazon Kindle
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starts a transaction to transfer the content to his or her 
wireless device, waits a while, and finally enjoys the 
content. If the content is on a public web site and the 
device is a laptop, the user deals with network access 
and content licensing in the same way these things are 
done on the wireline Internet, by paying a fee to an ISP 
and perhaps a second fee to the content supplier. 

Example: Kindle  

This is not the only business or technical model, how-
ever. For example, if the content is a book on Amazon 
and the device is a Kindle, a different procedure takes 
place: The user pays a fee to Amazon, and Amazon 
takes care of the wireless transfer using one of a num-
ber of networks with which it has agreements. The 
transfer takes place transparently, without any need for 
the user to have a financial arrangement with a net-
work operator.  This alternate business model is pos-
sible because wireless networks are more ubiquitous 
than wireline networks. Instead of connecting to a 
network through a dedicated cable connecting the ISP 
to the user’s home or office, the user can connect, in 
principle, to a number of wireless networks through a 
single antenna. 

Benefits of Ubiquity
The ubiquity of wireless signals enables a new range of 
business models for content delivery that simply don’t 
exist in the wireline world. These business models en-
able users to enjoy benefits of the purchasing power of 
large content suppliers, in much the same way that us-
ers enjoy similar benefits when buying tangible goods 
from large on-line retailers, and they enjoy further eco-
nomic benefits from customized transport services. In 
comparison to wireless telephony, e-book delivery is 
not an urgent service; the individual data packets that 
carry the book don’t need to arrive in less than 150 
milliseconds, so the wireless network can deliver them 
during periods when the network would otherwise 
be idle. Advocates of the anti-discrimination rule for 
wireline ISPs say the rationale is to prevent potential 
abuse of market power by the holder of an effective 
monopoly over access to a particular user. This fear 
doesn’t fit the wireless scenario.  In fact, the ability 
to employ economically and technologically efficient 
price discrimination opens up whole new business 

models that benefit the consumer.

Even when a user transfers content from a web site 
to a laptop, mobile wireless networking lowers switch-
ing costs, enabling users to choose from a number of 
wireless providers without signing a contract or mak-
ing a heavy investment in equipment. USB 3G modem 
prices start at less than $100, and a number of opera-
tors offer pay-as-you go plans in increments of $10.65 
People who have smartphones with data access can 
often tether their laptops, and laptop users can access 
free or paid Wi-Fi networks at public hotspots, some 
of them aboard commercial airlines. Clearly, the ubiq-
uity of wireless networks has given rise to experimen-
tation with business models by network operators and 
content suppliers in ways that the traditional wireline 
Internet hasn’t.

The ability to employ economically and technologically efficient 

price discrimination opens up whole new business models that 

benefit the consumer.

Innovation from Differentiation

In addition to ubiquity, it’s important to stress that the 
nature of wireless packet protocols has itself helped 
spur wireless innovation. If a blunt packet non-dis-
crimination mandate were in effect, wireless operators 
would not be able to sell “bulk mail” packet delivery 
to firms like Amazon at attractive prices. Even though 
the Kindle application doesn’t need low-latency deliv-
ery of each and every packet, network operators forced 
to comply with a non-discrimination mandate would 
be required to offer the lowest latency QoS to every 
application, even those that don’t need it. This is the 
goal of David Isenberg, a net neutrality advocate who 
has written that it’s the ideal toward which networks 
should trend:66

But suppose technology improves so much that 
the worst QOS is perfectly fine for all kinds of 
traffic, without a repertoire of different data 
handling techniques. Suppose, for example, that 
everyday normal latency becomes low enough to 
support voice telephony, while at the same time 
allowing enough capacity for video, plus data in-
tegrity strong enough for financial transactions. 
This would be a true Stupid Network—one 
treatment for all kinds of traffic.
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This may be a lovely ideal for network engineers dream-
ing about abstract networks, but it’s neither practical 
for real networks nor a valid foundation for legally en-
forceable regulation in the year 2010.  For one thing, 
there’s no demonstrable benefit in designing the intel-
ligence out of our networks. The assumption that net-
works can be smart or fast but not both is a holdover 
from earlier technology battles in which engineers had 
to make choices between network capacity and control. 
In the old days, semiconductor processes were so limit-
ed that it was literally impossible to fit the logic needed 
for speed on the same chip with the logic needed for 
management. 

This is no longer the case in the wireless domain where 
network speed lags behind digital processing capacity. 
Networks are combinations of digital and analog tech-
nologies, and we can process information by purely 
digital means much faster than we can communicate it 
over the air. The Isenberg dichotomy between smart, 
slow networks and faster dumb networks is no longer 
relevant, if it ever was. 

Wireless VoIP
Wireless VoIP – Skype and similar systems – has been 
at the forefront of much of controversy around regulat-

ing the wireless Internet. It’s a subversive application 
in more ways than one. It directly attacks the revenue 
stream of mobile network operators who built voice-
oriented networks on the assumption that per-minute 
mobile telephony and SMS would provide the revenue 
to support network operation costs. Adding insult to 
injury, wireless VoIP is also more resource-intensive 
than cellular telephony because it uses the less efficient 
contention-based packet data service instead of the 
reservation-based circuit service. Wireless VoIP is also 
more resource-intensive in terms of overall bandwidth 
consumption because of greater per-packet overhead 
and a higher top-end capacity to translate bandwidth 
into audio quality. 

Mobile networks and the Internet both possess an en-
gineering feature known as rate adaptation that adjusts 
applications’ appetites for communication resources 
down to available supply; Jacobson’s Algorithm does 
this for the Internet, and such systems as CDMA do it 
for mobile. In addition to these systems, conventions 
exist in both worlds regarding limits and exceptions 
to rate-adaptive algorithms. In the Internet, real-time 
communication applications rely on UDP, a protocol 
that is exempt from Jacobson backoff, and in the mo-
bile world phone calls have a sharp upper limit on the 
amount of bandwidth they can consume.67 VoIP thrives 
on the Internet in the space exempted from end sys-
tem congestion management, and will ultimately thrive 
on mobile networks by delivering better call quality in 
some circumstances and cheaper calls in others. Closer 
coordination between VoIP and mobile network inter-
nals would provide a better overall experience for more 
users, as well as a revenue stream for VoIP providers 
that they will otherwise lack when termination fees to 
the PSTN dry up. Skype currently earns most of its rev-
enue from fees charged to users for connecting to the 
PSTN, but this revenue stream won’t last forever; once 
we transition from PSTN to VoIP, it will evaporate.

Phone calls made through mobile networks aren’t han-
dled the same way as web access. Mobile networks han-
dle calls through a procedure that mirrors the PSTN 
in all relevant respects, verifying the account and re-
serving resources end-to-end before ringing the called 
party. The mobile network also reserves resources for 
roaming, and over-reserves communication resources 
to allow for the higher rate of retransmission through 
the wireless medium. Each of these procedures incurs 

Figure 13: Skypephone
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real costs. The mobile network business model also as-
sumes that callers are willing to pay more per bit than 
data services users; as calling plan revenue declines, it 
will be necessary for them to raise data plan prices.

Example: Skype on the 3 Network

Wireless Skype doesn’t work the same way that con-
ventional mobile telephone service does. Its call setup 
procedure is an idiosyncratic system originally devel-
oped for KaZaA, the main purpose of which is to cir-
cumvent corporate firewalls; it complies with neither 
IETF nor ITU standards, and isn’t even public. Once 
a call has been established, Skype relies on best-effort 
packet delivery and its own brand of error recovery to 
ensure call quality. In many cases, this system produces 
satisfactory results, and may even yield higher quality 
calls than standards-based mobile telephony, thanks 
to the proprietary Skype wideband codec that simply 
consumes more network bandwidth than a conven-
tional call. Nevertheless, under the most challenging 
conditions, most likely to occur on mobile networks, 
the Skype system is unlikely to provide the user with 
a good calling experience; it has to contend for com-
munication bandwidth on equal terms with web surf-
ing and P2P file transfers and often loses. The struggle 
over the permissibility of the Skype application on mo-
bile phones hides the fact that many users are likely to 
find it an unsatisfactory experience. 

There is at least one mobile network on which Skype 
should work well, the 3 network deployed by Hutchison 

in parts of Europe and Australasia. 3 runs a 3G-only 
network, offering a phone with Skype pre-installed to 
its users. 3’s service offers free Skype-to-Skype call-
ing within the limits of standard data plans, which are 
quantity-based. 

Reviews of the 3 Skype phone are decidedly mixed. 
Early adopters were pleased,68 touting call quality that 
was often better than PC-to-PC Skype calls, but as the 
installed base has grown, call quality has apparently de-
clined.69 Wireless engineering would predict just such 
results: best-effort obtains low latency on less crowded 
networks, but not on networks loaded at greater than 
half of design capacity. In order for Skype users to 
get the same level of reliability associated with mobile 
calls, it will be necessary for it to use better-than-best-
effort transport under load, which will raise network 
cost, at least for the wireless portion of the Skype call. 
The 3 network “cheated” a bit in any case, installing 
dedicated servers to bypass the Internet backhaul for 
Skype-to-Skype usage.70

Example: Other Ways to Skype

In addition to the way the 3 network supports Skype, 
two other approaches are used to bring Skype to mo-
bile networks. One approach, currently used on the 
iPhone, is to allow Skype full access to broadband 
networking through Wi-Fi and limited access to the 
mobile network using the customer’s voice plan. This 
approach provides excellent quality of service since 
Wi-Fi has access to more bandwidth than the mobile 

Figure 14: Example of FLO Network
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network; Wi-Fi channels are 22 MHz wide, while 
mobile channels are only five to 10 MHz. Wi-Fi also 
has more limited range than mobile networks, so it 
shares its greater channel bandwidth among a smaller 
geographic area and thus to a smaller group of users. 
When there is no Wi-Fi available, the use of calling 
plan minutes invokes a higher QoS level in the mobile 
network, which improves Skype quality under condi-
tions of network congestion.

An additional approach to mobile Skype, just an-
nounced by Verizon, simply uses the mobile data plan 
service to transfer Skype packets. Under conditions of 
low network load, this approach should provide the 
Skype user with an experience whose quality exceeds 
normal cell phone quality, but under high load it will 
probably be less good. This is the pitfall of any imple-
mentation of a delay-sensitive application over a net-
work service that doesn’t limit latency.

Economic Implications of Skype

The financial model for mobile networks takes into 
account the value that users place on different net-
work services and cross-subsidizes in order to keep 
the costs of basic calling plans as low as possible. As 
users converge on data plans and stop using calling 
plan minutes and high-priced SMS services, the over-
all formula for mobile network services will naturally 
change. Prices for a basic level of data access are likely 
to decline, with operators recouping costs and earn-
ing profits from high-volume users and users of highly 
valuable services that require low latency. Over the 
long term, costs of operating networks will continue 
to decline on a per-bit basis, but mobile will decline 

more slowly than wired for a number of technical rea-
sons. Operators will adjust pricing in a number of ways 
to maintain profitability and competitiveness, not al-
ways as economic theory says they should. At the end 
of the day, revenues will be lost as users shift from call-
ing plans to data plans, and data plan prices will be 
adjusted accordingly.

Wireless Video Streaming 

Wireless video streaming obviously stretches the ca-
pacity of 3G mobile networks, but it’s an enormously 
popular application. Top-end smartphones are highly 
resource intensive.71 If web- and video-oriented smart-
phone applications have the ability to share bandwidth 
efficiently and effectively, they have failed to demon-
strate it so far, with the exception of Slingbox, whose 
rate-adaptation algorithm has become wireless-friend-
ly.72 Further advances in network support of video 
streaming can come about from the increased adoption 
of multicast models and from allocation of secondary 
spectrum as we’ve previously suggested.

The barrier to better support of wireless video stream-
ing is less economic than technical; a number of means 
are available to address the problem, and they typically 
represent a tradeoff between less user convenience 
(multicast only benefits popular programming) and 
additional spectrum and/or radio towers. This applica-
tion is likely to generate friction for some time.

Conventionally, Internet-based video programming is 
delivered over the wireline Internet as on-demand uni-
cast streams from CDNs to subscriber systems such as 
generic PCs, Home Theater PCs (HTPC), and home 

Figure 15: ATSC-M/H Simulcast
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entertainment devices such as DVRs, Blu-ray players 
and TV sets with embedded video streaming capabil-
ity. Unicast is a form of communication in which each 
sender/receiver pair has a unique copy of the program 
stream; it differs from the broadcast or multicast mod-
el in which a single program stream serves multiple 
consumers. The unicast model offers the advantage of 
personalization in terms of time and content; in prin-
ciple, a unique set of ads can be incorporated into each 
unicast stream, although this model is not in common 
use today. Multicast is much more efficient in terms of 
communication resources, and is therefore more easily 
scalable to large audiences. Unicast is interactive, while 
multicast is generally a one-way system.  In an analogy 
to the wired world, cable TV is multicast, whereas web 
video streaming on services like Hulu is unicast.

Because video transmission involves orders of mag-
nitude more transmission of bits, Video is a resource 
problem for bandwidth-limited mobile networks, so 
new systems have been developed that utilize efficient 
multicast for popular live programming with a limited 
amount of personalized content. Qualcomm’s Media-
FLO and MobiTV’s Connected Media Solutions are 
two examples.

Example Video Streaming System: MediaFLO

MediaFLO is a novel, proprietary system developed by 
Qualcomm that utilizes the 6 MHz of licensed band-
width at 716 MHz that was formerly occupied by UHF 
Channel 55. The FLO consumer interacts with the sys-
tem through the mobile phone network, and receives 
FLO programming at 716 MHz regardless of which 
mobile network he or she uses. 

Through the clever use of modern wireless engineer-
ing, MediaFLO packs an enormous amount of pro-
gramming into this channel:73

For example, a FLO-based programming lineup 
that utilizes 30 frames-per-second (fps) QVGA (a 
Quarter Video Graphics Array or 240x320 pixels) 
with stereo audio includes 14 real-time streaming 
video channels of wide-area content (ex: national 
content) and 5 real-time streaming video chan-
nels of local market-specific content. This can be 
delivered concurrently with 50 nationwide non-
real-time channels (consisting of pre-recorded 

content) and 15 local non-real-time channels, with 
each channel providing up to 20 minutes of con-
tent per day.

A single FLO transmitter, operating at 50 kW effec-
tive radiated power, covers an area of 750 square miles. 
The system is highly robust, as it utilizes OFDM, Reed-
Solomon coding, and a purpose-built Medium Access 
Control protocol, all of which are more advanced and 
more suitable for mobile TV that the current U. S. stan-
dard for DTV that relies on a much less efficient air 
interface. The downside of the system is limited device 
support, as each FLO receiver must contain hardware 
and software support tailored to the service.

Example Video Streaming System: MobiTV

An alternate system built by MobiTV and others utiliz-
es the Mobile/Handheld standard from the Advanced 
Television Systems Committee (ATSC-M/H). ATSC-
M/H piggybacks on frequencies allocated by the FCC 
to local TV broadcasters. Participating stations simul-
cast an ATSC-M/H program as a secondary channel 
carried within their existing 19.39 Mbps 8-VSB DTV 
stream. ATSC-M/H is less battery power- and band-
width-efficient than FLO, but the stream is cheap for 
broadcasters to deploy; MobiTV estimated the cost of 
adding ATSC-M/H to an existing broadcast system in 
2008 at $70,000.74

A similar system is already in use in Japan, where it’s 
supported by a number of mobile different handsets. 
A study commissioned by the National Association of 
Broadcasters estimates as many as 130 million people 

Figure 16: Beatles Discovery Tour starting at Abbey Road
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may be using such systems by 2013 despite their evi-
dent technical shortcomings and the burden of stan-
dardization.75

 FLO and ATSC-M/H are both examples of using 
the bi-directional mobile network to control access to 
rich media services delivered through a secondary sys-
tem that performs its one task more efficiently than 
a general-purpose network can. They resolve the 3G 
spectrum crunch by using bandwidth at other frequen-
cies that would otherwise be idle. Regardless of which 
emerges as the winner, these systems demonstrate that 
one way of solving the mobile Internet’s capacity prob-
lem is to use it for the functions it does well, and to 
bypass it or supplement it for everything else. These 
approaches are consistent with contemporary mobile 
device design, which employs multiple radios to in-
crease utility and avoid technology lock-in.

Mobile Augmented Reality
Mobile Augmented Reality (AR) is an exciting new 
application for handheld devices. The first technol-
ogy conference devoted to AR will take place in con-
junction with the eComm Emerging Communications 
conference in San Francisco this April.76

Example: Layar Platform

Layar is a platform tool that transforms a smartphone 
into an AR browser; it’s a free mobile phone applica-
tion that displays digital information in real time over 
pictures take by the smartphone’s camera.77

The augmented reality experience starts with picture 
of the user’s surrounding which is annotated with in-
formation about local features obtained from the In-
ternet. Pointing the camera of a Layer-enabled smart-
phone at the Abbey Road zebra crossing location made 
famous by The Beatles opens up a set of AR clues to 
the 42-location Beatles Discovery Tour. The platform 
recognizes the images and GPS location, and the ap-
plication does the rest. 

Virtual Reality systems of the past, which required 
users to wear cumbersome helmets and goggles, sub-
stituted a synthetic experience for a real one, as the 
Star Trek holodeck did. AR systems supplement reality 
with insight about local features contributed by others, 

aiming to make the experience of moving through the 
world more rich and rewarding. Applications of this 
sort are enabled by mobile networks, and are literally 
inconceivable without the base of experience innova-
tors have acquired by creating GPS navigation systems 
and social networks. 

The wide-scale deployment of AR is contingent on the 
resolution of privacy issues, but it’s also dependent on 
sufficient network capacity to move still images and 
media clips in both directions between Internet da-
tabases and smartphones. These networking require-
ments are not too challenging, and are essentially 
consistent with the engineering and policy tradeoffs 
embedded in mobile networks today. The rise of AR 
is likely to discourage mobile networks from moving 
too far from the balance of choices they contain today. 
Evolved Social Networks face many of the same issues 
as AR, but without the mobility aspect.

Internet of Things
The Internet of Things is a general category of appli-
cations built on machine-to-machine (M2M) commu-
nication.78 If we imagine a world in which very many 
electronic devices include a network interface and a 
unique identifier, we can visualize a number of appli-
cations in which they communicate with each other. 
When a dishwasher, smart electric meter, refrigerator, 
and central heating system can communicate with each 
other, electricity usage can be scheduled and coordi-
nated to minimize CO2 production and power bills. 
Many M2M applications will be low volume and local, 
with minimal impact on mobile networks and the In-
ternet; others, such as those related to security cameras 
and baby monitors, will generate large amounts of data 
that will move through both parts of the Internet, the 
stationary and the mobile. 

A key feature of the M2M applications is the absence 
of a human decision-maker controlling communica-
tions costs; an M2M event occurs when it occurs, and 
the network deals with it as HAL 9000 dealt with life 
support in the movie 2001 (somewhat more rationally, 
we hope.) M2M underscores the importance of appli-
cations using communication procedures that adapt 
to current conditions, with the option of consuming 
high capacity even under conditions of high load for 
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important events. Reporting a burglary in progress to 
the local police takes precedence over downloading the 
latest sitcom, at least from the perspective of the resi-
dent of the burgled property.

Mobile Internet Policy Issues
Mobile Internet policy revolves around two primary 
sets of issues, net neutrality and spectrum. In this sec-
tion, we’ll address the primary concerns in both areas.

Net Neutrality
At the State of the Mobile Net conference in Washing-
ton last April, discussants in the final panel engaged 
on the subject “What Policy Framework Will Further 
Enable Innovation on the Mobile Net?”79  One view-
point, urged by public interest advocate Ben Scott and 
others, calls for the same regulatory framework to be 
adopted across the mobile and fixed portions the In-
ternet to protect consumers from network operator-in-
duced harm. The basis for this approach is speculative, 
of course, as we’ve yet to see an abuse of consumer 
freedom by a U. S. network operator that wasn’t self-
corrected in the face of bad publicity or sanctioned by 
the FCC. The only real net neutrality violation we’ve 
yet experienced in the United States was the Madison 
River case, which was quickly corrected by FCC pres-
sure.

It would be a mistake to impose strong net neutrality rules on 

either wired ISP networks or mobile networks.  Rather than 

enacting overly prescriptive regulations against experimenting 

with new transport service and business models, the FCC should 

rely primarily on transparency and disclosure to protect consum-

ers from speculative harms, maintain active oversight of provider 

practices, and reserve direct intervention for instances of clearly 

harmful conduct. 

Secondly, even if such abuse were to occur, the no-
tion of an undifferentiated regulatory framework ap-
plying to networks ranging from FiOS to the iPhone is 
hard to justify. Users may perceive mobile and wireline 
networks as a seamless whole, and may expect trans-

parent and uniform interactions with networks of all 
types, but networks have technical constraints that will 
always enable some applications to work better than 
others most of the time. Providing a uniform personal 
experience across technologies with widely different 
constraints is far from straightforward, and writing de-
tailed regulations for unachievable technical goals is 

counter-productive.

Transparency-based Net Neutrality Lite

That being said, there’s no need to return to a technol-
ogy silos world where the same service offered over 
different networks has wildly different regulations. 
It’s possible to devise a single technology-independent 
framework as long as it’s sufficiently restrained; the 
framework can’t impose the performance expectations 
and properties of faster and more robust networks on 
slower and less robust ones. This approach is some-
times called “net neutrality lite.”80 

We start with the first three of the “Four Free-
doms” laid out in former FCC chairman Mi-
chael Powell’s Internet Policy Statement of 205:81 

To encourage broadband deployment and preserve 
and promote the open and interconnected nature of 
the public Internet, consumers are entitled to access the lawful 
Internet content of their choice.

To encourage broadband deployment and preserve 1.	
and promote the open and interconnected nature 
of the public Internet, consumers are entitled to run ap-
plications and use services of their choice, subject to the 
needs of law enforcement.

To encourage broadband deployment and preserve 2.	
and promote the open and interconnected nature 
of the public Internet, consumers are entitled to connect 
their choice of legal devices that do not harm the network.

These principles are transformed into restraints on In-
ternet Service Provider conduct rather than consumer 
entitlements in the Open Internet NPRM:82 

Subject to reasonable network management, a pro-1.	
vider of broadband Internet access service may not 
prevent any of its users from sending or receiving 
the lawful content of the user’s choice over the In-
ternet.
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Subject to reasonable network management, a pro-2.	
vider of broadband Internet access service may 
not prevent any of its users from running the law-
ful applications or using the lawful services of the 
user’s choice.

Subject to reasonable network management, a pro-3.	
vider of broadband Internet access service may 
not prevent any of its users from connecting to 
and using on its network the user’s choice of law-
ful devices that do not harm the network.

The NPRM’s restatement generally clarifies the intent 
of the principles, and as such is an improvement. It 
leaves questions of quality and quantity open, howev-
er, and this is bound to lead to conflicts when specific 
cases are examined.83 

The NPRM adds two more principles, an anti-discrim-
ination rule and a transparency requirement.  We reject 
the anti-discrimination rule as written:84 

“Subject to reasonable network management, a 
provider of broadband Internet access service 
must treat lawful content, applications, and ser-
vices in a nondiscriminatory manner.”

It lacks as much as a “reasonableness” qualifier, and 
ignores the fact the “discrimination,” a generally bad 
thing, is ambiguous in the networking context with 
“differentiation,” a generally good thing. Following 
the European Commission, we embrace transparency 
as the cornerstone principle.

Transparency

The principle of transparency assures consumers of the 
right to full disclosure of all meaningful restrictions 
on their use of a service, regardless of the network 
technology in question or the reason for the restric-
tion. Technology changes, and as network technology 
changes, so do management practices. It’s always pos-
sible to keep posted management practices up to date 
with the state of the network, however. 

This rule requires interpretation, however. It’s possible 
for network operators to supply users with reams of 
information about network conditions, most of which 
is not needed; some practices are trade secret in de-
tail, but not in effect; and some practices experimental 
and confined to sub-networks while other are system 
wide.

We recommend the formation of a Technical Advisory 
Group to work with the FCC on the formulation of 
crisp and precise transparency and disclosure guide-
lines.

Content Freedom

Returning to the first three principles, content free-
dom is generally constructive, but as with any regu-
lation there are limits. The law has a role to play in 
terms of blocking access to content that fails to meet 
standards, such as child pornography, sites that traf-
fic in the unlawful sale of licensed material, and sites 
that propagate malware. As we argued in our report, 
“Steal These Policies: Strategies for Reducing Digital 
Piracy,” it’s generally beneficial for search engines and 
ISPs to work with voluntary organizations such as Stop 
Badware to limit access to suspected botnet injectors, 
and for ISPs to notify users when their computers are 
infected with malware.85 

Harmonizing application needs by raising and lowering priori-

ties, booking bandwidth reservations for isochronous applications, 

and applying congestion-based pricing measures are only prudent. 

These practices should be fully disclosed and placed under user 

account control as much as possible, but they should be used in 

any case, as they’ve always been used in mobile networks. Net 

neutrality heavy would make these practices difficult if not impos-

sible to implement, severely impairing the functionality of the mo-

bile network.

Application Freedom

Applications make themselves known to networks by 
the patterns of traffic they generate, so “net neutral-
ity heavy” advocates’ support of application freedom 
can easily become a stalking horse for a dysfunctional 
theory of network management, the “all packets are 
equal” notion previously cited in reference to Free 
Press and David Isenberg.86 This dubious notion is 
especially harmful to the Mobile Internet because it’s 
disruptive to phone calls, which require low-latency 
service regardless of the network’s current state. 

Overall Mobile Internet access efficiency is increased 
dramatically by the effective management of mobile 
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packets. While net neutrality heavy advocates argue for 
a command-and-control system of network regulation 
demanding that all packets be treated indiscriminately, 
the relevant factor for mobile users is the quality of ex-
perience. Myriad management practices and reliability 
techniques are already practiced from the application 
level down to the bit level in mobile systems, such that 
an all-packets-are-equal mandate isn’t enforceable in 
any case. 

Packets from a user close to a radio tower are more 
privileged than those from a user far away, and no reg-
ulatory body can change this fact or its many implica-
tions. It’s also the case that the short-term service im-
pairments common on the mobile network also occur 
(just less frequently) on wired networks. Because all 
packet-switched networks are subject to impairment, 
it’s less productive to exempt mobile networks from 
net neutrality regulations than to write the regulation 
in such a way that they’re cognizant of the real issues 
in operating packet-switched networks. Mobile net-
works must be managed more actively than wired ones 
to operate at peak efficiency, but all networks must be 

actively managed.

Network operators are in a unique position to harmo-
nize the needs of the users of any given radio tower, 
each with specific application needs, and available 
resources. The vision of the edge-managed “Stupid 
Network” assumes an ever-increasing inventory of 
bandwidth that can never be exhausted; the reality of 
mobile networks is an inventory of 410 MHz shared 
by a population whose appetite for bandwidth doubles 
every year, obstinate local governments who capri-
ciously withhold permits for new tower sites, limited 
spectrum, congested backhauls, and a dizzying array 
of new applications. 

In a realistic scenario, harmonizing application needs 
by raising and lowering priorities, booking bandwidth 
reservations for isochronous applications, and applying 
congestion-based pricing measures are only prudent. 
These practices should be fully disclosed and placed 
under user account control as much as possible, but they 
should be used in any case, as they’ve always been used 
in mobile networks. Net neutrality heavy would make 
these practices difficult if not impossible to implement, 

severely impairing the functionality of the mobile net-
work and unnecessarily reducing the effectiveness of 
wired networks as well.

The vision of the edge-managed “Stupid Network” assumes an 

ever-increasing inventory of bandwidth that can never be ex-

hausted; the reality of mobile networks is an inventory of 410 

MHz shared by a population whose appetite for bandwidth dou-

bles every year, obstinate local governments who capriciously 

withhold permits for new tower sites, limited spectrum, congested 

backhauls, and a dizz ying array of new applications.

This doesn’t mean that Mobile Internet users should 
lack the right to run the applications of their choice or 
that application providers should be arbitrarily exclud-
ed; within the limits of network capacity and service 
plans and respecting network management systems, 
there’s no sound reason for restricting users’ network 
access on an application-by-application basis. Opera-
tors can and do manage on the basis of packet volume 
by user as well as by traffic patterns, and this is cer-
tainly reasonable. The implication of ignoring the ap-
plication and only considering the volume of traffic it 
generates is that some applications won’t work well all 
of the time; this is the case on the wired Internet, and 
it’s even more often the case on the more fully utilized 
mobile Internet.

Effective, application-neutral network management 
requires mobile network operators to delay and discard 
specific packets generated by high-volume applications 
such as peer-to-peer file transfer more frequently than 
wired network operators do, so the interpretation 
of “reasonable network management” in the mobile 
sphere is more expansive than in the wired sphere.

Reasonable Limits on “Device Freedom”

Net neutrality heavy seeks a bright-line regulation 
banning agreements for exclusive agreements between 
smartphone manufacturers and network operators, 
such as the exclusive right granted by Apple to AT&T 
for distribution of the iPhone in the United States. 
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The net neutrality heavy statement on device freedom 
is the “Wireless Carterfone” standard advocated by 
Columbia University Law professor Tim Wu, opposing 
partnerships between network operators and handset 
producers.87

 Net neutrality heavy advocates insist that exclusive 
marketing agreements conflict with the third principle 
of the Policy Statement. This right is unfortunately 
not operative when the user doesn’t happen to own 
the device in question, so the advocates have inverted 
its intent. We read it as declaring that the consumer 
should be able to buy whatever device she can find on 
the open market and bring it to the network, provided 
the device technology is up to the network’s technical 
standards. Our report on wireless handsets – “Sharing 
the Risks of Wireless Innovation” – examines this issue 
in detail.88 

The device freedom provision is also somewhat trou-
bling on other grounds, due to the fact that it inher-
its Carterfone notions that were devised to open up a 
closed, self-managed network to device competition 
at the edge. A telephone, telephone answering ma-
chine, or dial-up modem doesn’t produce the same 
kinds of effects on the PSTN that a device can pro-
duce on the end-to-end Internet; in the PSTN case, the 
network’s control logic is wholly internal, and in the 
Internet’s case, it’s largely contained in the endpoint  
The mobile network invests even more intelligence in 
the endpoint than the wired Internet does, since the 
endpoint has to perform a variety of power control, 
modulation, and coding decisions that go far beyond 
the capabilities of IP.  Before a handset can be cleared 
for access to the mobile network, the operator has to 
ensure that it’s going to be well behaved under the 
range of circumstances that affect other users and the 

network.

So the device freedom notion must be leavened with a 
great deal of consideration for the responsibility invest-
ed in the handset by the wireless network for manage-
ment and effective operation of the overall network.

Managed Services

The NPRM excludes a class of so-called “managed 
services,” which we take to encompass such things as 
cable TV-like Triple Play packages including voice and 
video. These are non-controversial exceptions to Open 

Internet guidelines, and operators suggest that addi-
tional managed services are on the horizon providing 
for better home security, telehealth, distance learning, 
and telecommuting. It would be beneficial for competi-
tion and innovation if a third way of providing remote 
services existed alongside the classical Internet service 
and managed services, which we can call “enhanced 
Internet services.” This category of innovation would 
be enabled by the full implementation of the Internet 
standards DiffServ and IntServ, which are meant to 
provide Quality of Service differentiation to applica-
tions running across the Internet. We expect that these 
service enhancements will be charged to the parties 
who require them, either service providers or end us-
ers, on a reasonable and non-discriminatory basis, 
and that their availability will increase user choice in 
application-level services. Access to enhanced services 
on this basis is a constructive form of network unbun-
dling that promotes investment and innovation.

Enabling Innovation

Innovation takes place at different levels in the mobile 
Internet, each of which may be stimulated by different 
policy frameworks. The innovation that users see most 
directly is application innovation. The conventional 
wisdom of the past held that “open” systems with well-
documented application program interfaces (APIs) 
would give rise to the greatest diversity of applications, 
and that closed, proprietary systems could only retard 
innovation. Advocates of this approach to application 
innovation have been very critical of Apple’s manage-
ment of the iPhone’s App Store, most especially the 
“permission” requirement that Apple must give before 
applications can be installed on the iPhone.  Never-
theless, the approval process is hardly onerous, as we 
can see from the fact that Apple has approved more 
applications for the iPhone than have been written for 
all other smartphones combined. The evidence clearly 
shows that this model of enabling innovation is a clear 
success. The success of the iPhone app store suggests 
that well-managed innovation spaces can produce high 
levels of innovation despite their supposed lack of 
“openness” in some dimensions.

The Apple approval process has precedents and coun-
terparts. Microsoft has a testing and approval process 
for hardware device drivers, the parts of the personal 
computer system that manage plug-in cards such as 
graphics processors. Microsoft’s process, called Win-
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dows Hardware Quality Labs (WHQL) certification, 
ensures that third party add-ons don’t compromise sys-
tem performance, integrity, or reliability. The WHQL 
process was once largely optional, but has become es-
sentially mandatory, as Microsoft has raised the bar on 
security and stability. The Wi-Fi Alliance operates a 
voluntary certification lab for Wi-Fi hardware devices, 
and the FCC conducts mandatory certification of Wi-
Fi hardware devices.

One the primary reasons that firms such as Apple and 
Microsoft test and certify is to enable improvements 
in the software they provide. If third party vendors 
conform to Apple’s user interface guidelines, a single 
improvement on Apple’s part automatically improves 
each application. Guidelines also ensure a consistent 
user experience, reducing the learning curve for each 
application.

Apple and Microsoft have a unique vantage point with 
respect to the innovative new uses of the systems they 
provide, but in principle it’s not much different from 
the vantage point of any platform provider. Facebook 
has a unique awareness of the breadth and nature of 
Facebook plug-ins, and network operators are aware 
of the nature of network traffic and therefore able to 
optimize in ways that no one else can. 

The global viewpoint enjoyed by operators also makes 
it possible for each firm and agency in a permission-
granting capacity to abuse its power. This raises the 
inevitable question of checks and balances, one of the 
central tussles in regulation theory. The European so-
lution is instructive as it emphasizes consumer choice 
and consumer information above detailed government 
mandates that can easily become quite cumbersome to 
define and enforce. The European view is that the abil-
ity of consumers to change wireless providers is the 
strongest pressure against arbitrary practices.

Specific Example: EU Telecoms Package

One specific way of resolving the network regulation 
dilemma recently emerged in Europe. The EU Tele-
coms Package imposes a disclosure requirement on 
network operators.  The approach is broadly permis-
sive, and does not yet impose the minimum service 
level on network operators some advocates had sought. 
European guidelines resemble the FCC first three free-
doms plus the transparency rule:89

For the European Commission, the open archi-
tecture of the Internet is of key importance for 
the Information Society. The Commission in 
particular considers that the following “net free-
doms” should be general guidelines for regula-
tors and policy makers: right for users to access 
and distribute (lawful) content, to run applica-
tions and connect devices of their choice.

The Commission therefore proposes, in the EU 
Telecoms reform, a transparency mechanism 
concerning possible restrictions on consumers’ 
choice of lawful content and applications so that 
consumers can make an informed choice of ser-
vices and reap the full benefits of technological 
developments. In practice, consumers will get 
clear and timely information from their service 
providers about any restrictions that the provid-
ers place on their access to or use of Internet or 
mobile content and applications. This will allow 
them to pick and switch to the operator which 
best suits their needs. Where consumers have no 
alternative, service providers should not be al-
lowed to block or restrict such access.

Despite a great deal of support for an anti-discrimina-
tion rule the European Commission stopped short of 
imposing one.  However, it did reserve the right of na-
tional regulators to impose such a rule should circum-
stances warrant.  The European Commission also im-
posed a rule requiring network operators to implement 
a one-day switching procedure for customers chang-
ing mobile providers. Hence, disclosure and switching 
perform the anti-discrimination function in Europe, 
without a specific anti-discrimination rule and its many 
problems of definition and application. If there is to 
be an anti-discrimination rule, effective enforcement 
requires the FCC to organize a Technical Advisory 
Group of technical experts and network operators as 
well as public interest advocates to examine and inter-
pret specific management practices.

Services-Oriented Framework

The addition of the disclosure and switching rules to 
the European regulatory corpus is consistent with past 
European practice that regards telecom services as uni-
form commercial practices regardless of the technology 
that implements them, a departure from the traditional 
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American practice of treating each technology as a silo 
guided by unique regulations.90 While each technology 
has its own capabilities and limitations, the dynam-
ics of disclosure, basic rights, and rapid switching are 
uniform across all of them. Consumer services should 
live up to claims made for them, whether implemented 
across advanced networks or not.

Networks are platforms for the services provided by ap-
plications providers and content publishers, and these 
applications are themselves platforms for additional 
services. The services-oriented approach can thus ap-
ply equally to a dominant service provider in any part 
of the Internet ecosystem, mobile or fixed, hardware- 
or software-oriented, content- or communications-
driven. The services model does not discriminate for 
or against specific industries, and it does not pick win-
ners and losers. Historically, the Internet ecosystem 
has enabled a wide variety of interactions and business 
models, and it’s clearly in the public interest for it to 
continue to enable such innovations in the future. In 
the European view, a minimum of ex-ante rules, the 
disinfectant of full disclosure and easy switching is the 
best hope for preserving Internet diversity. It’s also the 
case that the “regulation of services not of technolo-
gies” model is more constructive than a “consumer 
rights” model bounded only by permanent limitations 
of specific technologies. Most of the practical limita-
tions that occur in wireless networks occur in wired 
networks, only less frequently. Therefore, the manage-
ment freedom needed by wireless operators is needed 
by wired network operators as well.

Spectrum Policy
Spectrum policy encompasses the terms under which 
network operators and users are permitted to use vari-
ous parts of the electromagnetic spectrum. These terms 
of use cover power levels in each frequency band, the 
contours of the electromagnetic waveforms that trans-
mitters are allowed to generate, and access procedures 
such as sensing energy from high-priority users or 
checking a database before transmitting. These rules 
generally permit two forms of access: an unconditional 
use license bounded only by power limits, and license-
free uses for devices that pass a certification procedure 
that ensures compliance with guidelines. 

Spectrum policy is in part a tussle between the licensed 
and license-exempt regimes, but an additional element 
has emerged recently in the form of an additional com-

petition between licensed users of broadcast TV spec-
trum and licensed users of the mobile network.  In the 
relevant frequencies for mobile networking (between 
400 MHz and 4 GHz), significant allocations have 
been made for TV broadcasting and White Spaces in 
addition to the approximately 410 MHz auctioned to 
mobile network operators. 

The Value of Open Spectrum

Regulatory models for license-exempt spectrum use 
are called Open Spectrum models. Open Spectrum 
models are beneficial for spectrum uses that propagate 
or cover limited areas. Wi-Fi, for example, is required 
to conform to such a low transmit power limit that sig-
nals transmitted by a Wi-Fi Access Point operating at 
the common 2.4 GHz frequency inside a house dis-
sipate within a block, and those transmitted at the 5.8 
GHz frequency called used by the 802.11a variety of 
Wi-Fi seldom penetrate more than one wall. Signals of 
this kind have so little potential to cause interference 
that the trouble of issuing and enforcing licenses is not 
worthwhile. Millions of people around the world use 
Wi-Fi as an alternative to cabled Ethernet for gaining 
access to home, office, and campus networks provid-
ing Internet service and other utility functions such as 
printer sharing. 

Wi-Fi is a raging success story, but its cousin Ultra-
Wideband (UWB) has so far not been a success. Un-
like Wi-Fi, which uses “junk bands” shared by baby 
monitors, garage door openers, cordless phones, and 
microwave ovens, UWB uses enormous swathes of 
spectrum, at least 500 MHz, ranging from 3.1 to 10.6 
GHz, but it emits so little power so infrequently than 
its signal is effectively invisible to licensed uses. Un-
fortunately, the power limit set by the FCC is so low 
that it’s hard build a practical UWB device. This is an 
experiment in secondary use of spectrum, from which 
we’ve learned the pitfalls of constructing regulations 
too conservatively.

White Spaces is another experiment in Open Spectrum 
which is too early in the process to deliver definitive 
findings. Most advocates believe its power limits were 
also set too conservatively by the FCC, which may 
lead to a fate similar to UWB unless corrected. White 
Spaces takes the novel approach of including a data-
base that devices must consult to learn about autho-
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rized frequencies, and all White Spaces use is subject 
to an experimental license that must be reauthorized 
every 24 hours.

The Limits of Open Spectrum

From the engineering perspective, the most significant 
difference between licensed and license exempt wire-
less networks is coordination. Wireless signals don’t 
propagate uniformly; hence any wireless network has 
to deal with the effects of coverage overlap. Licensed 
systems are engineered for centralized management 
across multiple cells, but license-exempt systems fol-
lowing open standards such as IEEE 802.11 presume 
that each cell is separately managed. IEEE 802.11 sys-
tems try to avoid interference with neighboring sys-
tems by seeking less crowded frequencies; with only 
three or four channels to choose from in the 2.4 GHz 
band, uncrowded channels don’t always exist. The 
802.11 standard unfortunately lacks a general means 

of coordinating across access points administered by 
different users.

The fact that standards for inter-access point coor-
dination don’t exist doesn’t imply that they can’t be 
developed; 802.11 systems employ a spectrum shar-
ing etiquette packet-by-packet, and inter-access point 
coordination is simply spectrum sharing at a slightly 
larger scale. Ultra-Wideband networks conforming to 
the WiMedia Alliance’s MAC protocol standard em-
ploy a spectrum sharing system that allows overlap-
ping networks to reserve airtime from a common pool 
and to assign it to specific sessions that require QoS 
guarantees.91 It’s a very effective system for small-scale 
networks with minimal overlaps (UWB has a 30 foot 
effective signal range), but is not designed to scale to 
the neighborhood level and above. 

The issue that ultimately sabotages open spectrum sys-
tems in high usage scenarios isn’t the technical chal-

Figure 17: Licensed LTE is more efficient than license-exempt Wi-Fi
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lenge of allocating spectrum according to a pre-deter-
mined algorithm; it’s the deeper challenge of aligning 
the incentives of users. Licensed systems ultimately 
manage on a price-per-use model, where operators and 
subscribers are engaged in continual negotiation. Paid 
networking models contain built-in incentives for us-
ers to moderate their bandwidth demands and for op-
erators to implement fair sharing. When this constraint 
is relaxed, as it is in free networking models, another 
constraint must arise in order to encourage users to 
share fairly. 

This constraint typically arises from the resources ac-
cessed by users of free networks; most commonly, these 
are shared gateways to the wireline Internet infrastruc-
ture or paid content. Wireline gateways don’t always 
perform this function efficiently (they have so much 
capacity per dollar it doesn’t matter,) so the burden of 
incentivizing fair sharing falls on content. When con-
tent is free – as it us in the case of pirated songs and 
movies, genuinely user-generated content and public 
interest content – there’s no effective incentive for in-
dividual users to moderate their bandwidth demands 
other than good character and public spiritedness.

Economic research on commons suggests that users 
will develop informal systems of cooperation to main-
tain the long-term health of shared resources such 
as grazing land and water, but such systems depend 
on cross-communication and reputation, two com-
modities that are rare in networks where anonymous 
users barter pirated content.92 Ultimately, the reason 
that technical standards have not developed meaning-
ful systems for cross-network resource sharing is that 
such algorithms must be specified by policy makers, 
not simply by engineers. Crossing the cultural rift be-
tween the tech policy and engineering communities to 
devise and enforce such systems of spectrum sharing 
is a difficult task, but it must be done if open spectrum 
models are to flourish on a large scale.

What Licensed Spectrum Does Well

Licensed spectrum models handle two problems ex-
tremely well: coordination among overlapping users, 
and the replacement of obsolete systems with state-of-
the-art equipment that benefits from recent and ongo-
ing advances in technology. The value of these factors 
was discussed in the section on Wireless Infrastruc-
ture.

Spectrum Inventory and Review

The International Telecommunications Union (ITU) 
estimates that the United States will require 800 MHz 
of mobile spectrum by 2010; other estimates are simi-
lar. So far, U.S. regulators have only licensed approxi-
mately 410 MHz, somewhat less than the current Eu-
ropean allocation. European regulators are making 
more spectrum available to their network operators: 
Germany is auctioning an additional 340 MHz, the 
UK 262 MHz, and France is in the middle of a series 
of 3G auctions that will be followed by 4G auctions 
freeing up an additional 90 MHz in all.93

The need for mobile spectrum comes from the wide-
spread adoption of smartphones capable of running 
advanced applications. Cisco estimates the volume of 
mobile data will double every year through 2014, in-
creasing 39 times between 2009 and 2014, for a com-
pound annual growth rate (CAGR) of 108 percent. By 
their estimate, total traffic will reach 3.6 exabytes per 
month by 2014.94

Regardless of the status of spectrum licenses, wireless 
engineering continues to improve spectral efficiency. 
Morgan Stanley predicts LTE will achieve 16 bits/
Hertz/tower in the field.95 While this estimate is lav-
ishly optimistic (Merrill Lynch puts the figure under 3 
bits/Hertz/tower, disregarding sectorization), there is a 
clear trend toward greater system spectral efficiency.96

System efficiency increases most rapidly in licensed 
bands due to the effective exemption they have from 
contention overhead, as we’ve explained.  However, in-
creased spectral efficiency in existing allocations isn’t 
sufficient to meet the needs of emerging applications 
and widespread adoption of smartphones. Over the 
long term, wireless spectral efficiency doubles every 
30 months, but user demand for bandwidth roughly 
doubles every 11 months. The only way out of this di-
lemma is to make more spectrum available for mobile 
use, in either licensed or license-exempt forms, or in 
both.

In addition to the 410 MHz of choice licensed spec-
trum, the U. S. currently makes  some 650 MHz of 
license exempt spectrum available below 6 GHz, in-
cluding the White Spaces bands, the 2.4 GHz “Wi-Fi 
802.11b/g” band, the 5.8 GHz “Wi-Fi 802.11a” band 
and the 3.6 GHz “Wi-Fi 802.11y” band. 
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The traditional Wi-Fi allocations alone amount to 475 
MHz (75 at 2.4, and 400 at 5.8), and an additional 50 
MHz of Wi-Fi spectrum exists in the 3.6 GHz 802.11y 
band for limited use. White Space rules potentially 
cover all of the 360 MHz allocated for Over-the-Air 
TV not assigned to broadcasters or reserved as guard 
bands next to active broadcast channels. The 650 MHz 
of license-exempt spectrum below 6 GHz exceeds the 
410 MHz licensed to mobile network operators, but 
not all frequencies are equal.

The primary value of the lower end frequencies such as 
White Spaces is generally thought to arise in stationary 
point-to-multipoint and mobile applications in sparsely 
populated rural settings. In densely populated urban 
settings, the unpredictable propagation characteristics 
at 700 MHz make dense packing of towers challeng-
ing, but this issue may ultimately be ameliorated by ad-
vanced engineering techniques. Given the heavy bias 
evident in current allocations toward license-exempt 
uses and the system inefficiency of license-exempt 
technologies in high-density areas, it’s difficult to ar-
gue that even more spectrum should be made available 
under such terms.

The argument for additional license-exempt spectrum 
is based on the expectation that the progeny of spread 
spectrum radio (SDMA, beam forming, Software-
Defined Radios, and Cognitive Radios,) will some 
day enable mobile users to exploit unused frequencies 
wherever they happen to be.  Assuming this prediction 
is correct, we still need to know when it will come to 
pass. Will these technologies, which have been touted 
since the spread spectrum experiments of the 1960s, 
come on-line quickly enough to satisfy the capacity 
needs of mobile users, or will unrealistic predictions 
of their immediate utility simply delay the release of 
licensed spectrum? Additionally, is there any reason to 
believe that license holders will not move to adopt any 
and all techniques that increase the efficiency of the 
networks they operate? 

Farber and Faulhaber argue that the hoped-for meth-
ods of opportunistic spectrum use will not be practical 
for quite some time:97

Technologies such as cognitive radio that are 
potential users of shared spectrum are very far 
from actual deployment; there is no need to act 

precipitously to establish rules for technologies 
whose eventual implementations may be very 
different from today’s views.

Existing license-exempt bands should be sufficient to 
prove the utility of next-generation radio technolo-
gies, and once they cross the threshold to practical-
ity, regulators can revisit the question of licenses. This 
dynamic is no different from historical practice, and it 
should become more common as new radio technolo-
gies emerge and existing practices become obsolete. It 
probably becomes wise for regulators and license hold-
ers to view licenses as long-term rental agreements 
rather than permanent grants in any case.

Reassigning Spectrum

The United States’ current DTV standard – ATSC – 
was obsolete before it was deployed, having been cho-
sen fifteen years ago before OFDM and MIMO were 
well understood. Its inefficiency has prevented us from 
reaping a digital dividend as large as the one that can 
be anticipated in Europe and the rest of the world. 
This is an unfortunate fact that can’t be immediately 
corrected because consumers have made substantial 
investments in ATSC and can’t very well be expected 
to undergo another DTV transition in the near future. 
There are several means of mitigating this regulatory 
error, however. The most straightforward is to encour-
age TV broadcasters to share spectrum with each other 
and return unused or lightly used spectrum to the FCC 
for auction.

Instead of two TV channels separated by a white space 
broadcasting separate programming streams to a di-

Figure 18: Novatel Mi-Fi Device
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minishing audience, broadcasters should be encour-
aged to share common streams for essential program-
ming. They should then return excess spectrum to an 
auction pool, from which it can be reassigned to mo-
bile networks, mobile TV using efficient means such 
as MediaFLO, or other bidders representing growing 
markets. In return for this sacrifice, it’s reasonable that 
they should be compensated with a share of auction 
proceeds. 

Systems such as that proposed by CTIA for replacing 
high-power transmissions with networks of lower-
powered transmissions should be examined for techni-
cal merit and potentially adopted. Finally, policymak-
ers should consider the utility of replacing over-the-air 
TV with subsidized cable and satellite TV services, 
especially in low population density areas. Ultimately, 
the entitlement to free over-the-air television must be 
reconsidered, perhaps over the very long term.

A parallel problem exists with the use of spectrum by 
government agencies. One way to encourage efficient 
use of government spectrum is to create a government 
spectrum czar’s office with the power to review, reas-
sign, and transfer government uses to more modern 
means.

These two initiatives are examples of an overarching 
spectrum modernization program. 

Future Proofing the Spectrum

What sort of regulatory framework best promotes the 
development of innovative new technologies with the 
potential of improving society, extending and improv-
ing life, and generally making the world a better place? 
This question underlies the debate about Internet regu-
lation in Washington and elsewhere. Ultimately, we fall 
back on philosophy in constructing an answer because 
we can’t predict the future. The FCC’s historical ap-
proach, until the advent of auctions, was to identify the 
best and highest use for each frequency band all them 
allocate them accordingly. This approach led to alloca-
tions that didn’t fare well with advances in technology, 
extending creaky systems such as AM radio well be-
yond their meaningful life. Permanent allocations deny 
the fundamental property of technology, improvement 
over time.

High-end mobile devices, including both small and 
large form factors, employ multiple radios today: 3G, 
Wi-Fi, Bluetooth, FLO, and GPS are each radio fre-
quency receivers, and all but GPS and FLO are trans-
mitters as well. 

Mobile platforms with multiple radios are the first 
widely adopted devices to be immune from problems 
caused by spectrum re-allocation. They tend to have a 
short useful life (on average consumers replace hand-
sets every 18 months,) and they’re usable in multiple 
modes. The Apple iPod touch is essentially an iPhone 
without a 3G radio, and its Wi-Fi capability permits it 
to be used on any 3G network accessible by Wi-Fi. The 
pocket-sized, battery-powered Novatel Mi-Fi device at-
taches Wi-Fi-capable devices to Verizon’s and Sprint’s 
CDMA networks, and in an alternate form attaches 
to European GSM/HSPA networks.  Voice capability 
isn’t as always as good through the Mi-Fi as it is with 
the iPhone’s native 3G interface, but other functions 
are comparable. 

Speculative fears have played too large a role in the Internet regu-

lation debates of the last decade, and it’s more productive to shift 

the emphasis toward the government’s role in facilitating progress.

The first step toward future proofing the spectrum 
is to create devices that can accommodate realloca-
tion of spectrum either as consequence of regulatory 
reassignment or because of repurposing by spectrum 
auction winners. Commercial interests can obviously 
move faster and more effectively in improving spec-
trum efficiency than government can, if for no other 
reason than the fact that commerce is able to employ 
trial-and-error techniques unsuited to the government 
scenario that includes a broad pool of stakeholders 
with uncertain commitment to particular technical ap-
proaches.98 One widely publicized approach to spec-
trum flexibility is the software-defined radio (SDR), a 
device that can become one of the many elements of 
a multiple radio platform as soon as SDR technology 
makes necessary advances in power consumption and 
antenna efficiency. SDR will most likely become an in-
valuable means of ensuring efficient spectrum use one 
day, but it’s simply not there yet.
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Now that we have mobile devices capable of operating 
at multiple frequencies, using optimal modulation, cod-
ing, and MAC protocols on each, we can make changes 
more rapidly in the way that spectrum is assigned and 
operated than we could in the past, actually decom-
missioning obsolete uses very rapidly. Future spectrum 
allocation models can be more software-oriented and 
digital than the models of the past. Smart mobile de-
vices make software-oriented spectrum policy practi-
cal. 

Each network technology permits a range of innova-
tion within the scope of the network’s capability. For 
obvious reasons, HDTV streaming did not emerge on 
narrowband networks and interactive gaming is not 
employed across high-latency satellite links. There is 
always a tension between emerging applications and 
network capabilities. Application innovators always 
demand more, and network operators decide how best 
to improve networks along the multiple dimensions 
of capacity, delay, and price. Innovation is messy and 
unpredictable, often taking place on multiple frontiers 
simultaneously. If we ask innovators how networks 
should improve, they’ll each ask for features that im-
prove their own application. It’s therefore up to opera-
tors to mediate conflicting desires.

Policy Recommendations
The technology developments and regulatory debates 
around the mobile Internet are indicators of its social 
value; movements don’t form and coordinated interna-
tional dialogs don’t emerge around issues that no one 
cares about. Basic questions of technology and regula-
tion may not ever be fully resolved, but essential prin-
ciples and action steps are clear.

The general approach we recommend is for the gov-
ernment to facilitate the Mobile Internet by removing 
impediments to further build-out and adoption. Spec-
ulative fears have played too large a role in the Internet 
regulation debates of the last decade, and it’s more pro-
ductive to shift the emphasis toward the government’s 
role in facilitating progress.

First, it would be a mistake to impose the “net neu-
trality heavy” guidelines on either wired ISP networks 
or mobile networks.  Rather than enacting overly pre-
scriptive regulations against experimenting with new 
transport service and business models, the FCC should 

rely primarily on transparency and disclosure to pro-
tect consumers from speculative harms, maintain ac-
tive oversight of provider practices, and reserve direct 
intervention for instances of clearly harmful conduct.  
Second, policymakers should embark on a program of 
spectrum modernization and expansion to ensure that 
mobile services can continue to grow. A special focus 
should be placed on the transfer of licenses from inef-
ficient DTV use to the general pool of spectrum avail-
able for auction. Spectrum modernization should also 
be employed to replace inefficient federal, state and lo-
cal government uses and release unneeded spectrum to 
an auction pool.  Finally, regulations should encourage 
technical solutions to be developed and deployed that 
enable consumers to obtain the best possible service 
for the best prices. Doctrinaire net neutrality heavy 
formulas simply don’t accomplish that end within the 
constraints of mobile networks.

Policymakers should embark on a program of spectrum modern-

ization and expansion to ensure that mobile services can continue 

to grow. A special focus should be placed on the transfer of li-

censes from inefficient DTV use to the general pool of spectrum 

available for auction. Spectrum modernization should also be 

employed to replace inefficient federal, state and local government 

uses and release unneeded spectrum to an auction pool. 

1.  Stick with Light-touch Regulation
Heavy-handed regulation is ultimately bad for invest-
ment, deployment, and adoption of wireline networks, 
and potentially fatal to mobile networks. A key way to 
ensure that networks serve the public interest is through 
market mechanisms based on meaningful competition. 
The United States currently enjoys among the most 
competitive intermodal wireline broadband and even 
stronger wireless competition, with four national wire-
less networks, as well as a number of regional networks 
and Mobile Virtual Network Operators (MVNOs) 
such as Virgin Mobile. Fixed wireless networks, such 
as the Clearwire system, are reasonable substitutes for 
wireline, and the two satellite networks are in the pro-
cess of upgrading capacity significantly. Competition 
can be made more effective by ensuring there are mini-
mal delays in switching between mobile providers.
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2.  Enact a Sensible Transparency Rule
While the European transparency rule is too new to 
be able to be judged a success, it represents a promis-
ing direction for which there is broad consensus. There 
is still disagreement regarding the specific nature of 
required disclosure, which is understandable given the 
complexity of network systems and the gap between 
consumer awareness and technology. Just as a well-
functioning democracy requires an informed citizen-
ry, a well-functioning network ecosystem requires its 
well-informed and honest critics. The challenge for a 
transparency rule is to disclose the things that must 
be disclosed in order for users to gauge the experience 
they’ll have on any given part of the Internet ecosys-
tem in terms the average person can understand, while 
making additional information available to the audi-
ence of technologists and policy analysts. Certain de-
tails of practice represent trade secrets and need not be 
disclosed; the means by which a particular user-visible 
effect is produced are less important than the effect 
itself.  One approach that recommends itself is the 
co-regulatory approach championed by Marsden, in 
which stakeholders convene with the regulator to draft 
specific guidelines.99  Toward that end, we encourage 
stakeholders to form a working group to advise the 
FCC on the particulars of disclosure.

3.  Legitimize Enhanced Transport Services
There is widespread agreement among filers in the 
FCC’s Open Internet NPRM that differentiated ser-
vices for differentiated fees are legitimate in their own 
right, and not simply as an adjunct to network man-
agement. Similar services have a long history on the 
Internet, where they are known as Content Delivery 
Networks, Overlay Networks, and Transit Networks. 
Extending the logic of “pay more to get more” down 
to the level of individual user accounts has an obvi-
ous appeal. These practices have proved worthwhile 
for content publishers and resellers such as Netflix and 
Skype, so it stands to reason that they would be ben-
eficial for future competitors in the market for video 
streaming and telephony. If ISPs who operate “eyeball 
networks” are permitted to compete with CDNs and 
Overlays, new entrants can expect lower prices and 
more competition, and end users should expect a wider 
array of options.

4.  Define Reasonable Network Management
The transparency rule, and its specific implementation, 
provides insight into the boundaries of reasonable net-
work management practices. While the use of the term 
“reasonable” without definition is impossibly vague, 
anchoring management practices to service disclosure 
resolves a great deal of the mystery. We know that a 
practice is reasonable if it does what the operator says 
it does, conforms to standards devised by responsible 
bodies such as IEEE 802, IETF, and the ITU, and 
doesn’t violate basic user freedoms. We know that it’s 
unreasonable if it fails to accomplish its stated pur-
poses and restricts user rights in the process. Beyond 
these general guidelines, a Technical Advisory Group 
must work with the FCC to develop additional clarity 
regarding management boundaries.

5.  Preserve Engineering and Operations Freedom
The primary emphasis of the Open Internet NPRM’s 
framework of rules is on the preservation of users’ free-
dom to experience the Internet as they see fit, without 
arbitrary limitations. A key way to preserve this free-
dom is to address the dynamics of technical freedom 
that make it possible. Users experience the Internet as 
they do now because engineers, network operators, 
and application innovators have been free to improve 
networks, network technology, and user experience. 

Toward that end, the NPRM should make it clear noth-
ing in the FCC’s approach denies the freedom to in-
vent, develop, and adopt new networking technologies, 
business models, and practices that have the potential 
to enhance the Internet’s power, efficiency, vitality, or 
effectiveness. 

The FCC should consider adding two additional prin-
ciples to its list: Engineering Freedom and Operations 
Freedom.  The telephones that worked on the PSTN 
in the first year of the Carterfone regime still work 
35 years later. If the cell phones we use today are still 
usable on the mobile network 35 years from now (or 
even ten years from now), that should be regarded as 
a failure of innovation. The Mobile Internet is driven 
by an ethic of continual improvement and this prin-
ciple more than any other must remain in the forefront. 
Thus, we propose two additional rules for the Open 
Internet NPRM:
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	 No part of this regulation shall be con-
strued as limiting the freedom of network 
engineering to devise, develop, and deploy tech-
nologies to enhance the Internet or to improve 
user experience.

 No part of this regulation shall be construed 
as limiting the freedom of Internet Service Pro-
viders, other network operators, or other service 
providers to devise new financial or business 
models that better align user incentives with 
those of network operators or application-based 
service providers without limiting user choice.

These rules make it clear that innovation is the engine 
that best ensures the Internet’s continued public val-
ue.

6.  Review Existing Spectrum Licenses
The FCC needs to complete its inventory of the licens-
es it has issued over the years, and implement a system 
that eliminates or reduces ambiguity about licenses go-
ing forward. If it’s true that the FCC has somehow lost 
track of some licenses, as some have suggested, this 
error should be corrected. It’s simply not acceptable 
for the national regulator of wireless networks to lose 
track of issued licenses.  The Kerry spectrum map is a 
step in the right direction.

7.  Eliminate Redundant and Archaic Licenses
Once the license inventory is complete, it will be possi-
ble to examine licenses to determine which are unused, 
which are redundant, and which can be combined with 
others to free up spectrum for auction or other kinds of 
assignment. Part of this process will entail reassigning 
some occasional uses to the control of other agencies, 
license holders, or custodians of other kinds. Rarely 
used public safety applications can be combined with 
consumer services, for example, by allowing public 
safety uses to take precedence in times of emergency. 
The general principle that should hold in the process 
of review is modernization, replacing archaic analog 
applications with more spectrum-efficient digital ones. 
No single approach to spectrum management exceeds 
all others in terms of general utility, but there should 
be a bias in favor of spectrum custodians in either the 
public or the private sector with vested interests in ef-
ficient use. Sufficient spectrum exists, in principle, to 
meet projected user requirements for mobile network-

ing. There is not sufficient spectrum that we can af-
ford to waste large swathes on speculative projects of 
uncertain utility, however. A reasonable approach is 
embodied in the White Spaces order, where all licenses 
are experimental ones renewable day-by-day. Proven 
applications can be rewarded under this system with 
license of longer duration.

8.  Protect Spectrum Subleasing
Secondary markets for licensed spectrum enabled by 
resale and subleasing have proved useful in the U. S., 
where dozens of Mobile Virtual Network Operators 
(MVNOs) lease capacity from license holders and 
roaming agreements permit licensees to share capacity. 
These kinds of secondary markets are also useful in the 
microwave backhaul and point-to-point space where a 
given license holder can adjust microwave paths with 
relays and dogleg arrangements to accommodate most 
effective use.

9.  Cautiously Enable Secondary Uses
One area of controversy concerns such secondary uses 
as wireless underlay and overlays on licensed spectrum. 
Advocates insist that such uses are non-interfering 
with properly restricted, and license holders are skepti-
cal. The reality is that the nature of the interference 
caused by overlay networks such as Ultra-Wideband 
depends on the nature of the incumbent service. Ultra-
Wideband interferes, in some installations, with highly 
sensitive applications such as radio astronomy, but this 
fact is known and the Ultra-Wideband waveform is ad-
justed accordingly. When the details of the incumbent 
service are known, in terms of coding, modulation, 
and framing protocols, overlay and underlay services 
can be engineered for cooperation without interfer-
ence. Nevertheless, when details of the primary service 
change, interference may arise anew. For this reason, 
all secondary uses should be required to back off and 
even shut down completely until they can be certified 
as non-interfering with the primary license holder. 
The principle use of secondary services should be in 
areas where the primary user is not active; this is the 
logic behind the Dynamic Frequency Selection (DFS) 
system in IEEE 802.11a Wi-Fi.  This system requires 
Wi-Fi systems to look for the use of radar on certain 
channels, and to refrain from using channels where ra-
dar is found. 
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In all cases, the burden falls on the secondary user 
to avoid causing interference with the primary user. 
Systems of enforcement for this principle need to be 
incorporated into all secondary use regulations; the 
White Spaces database has this capability.

10.  Allow the Experiment to Continue

The Internet as we know it today is the fruit of a 35-
year experiment. In the beginning, it was the proto-
typical science project, albeit one with government 
support shepherded by a highly skilled and dedicated 
band of researchers, champions, and developers out to 
prove that a new vision of networking was not only 
practical but superior to the old one.

The mobile data network has a completely different 
creation story, originating in a commercial context and 
targeted toward adding an important new feature to 
the existing network without fundamentally altering 
its nature. 

Each of these networks has a story, a set of champi-
ons, and a vision. Each has been transformative in its 
own way, giving rise to its own industry, and liberating 
some vital element of human society along the way. It’s 
not surprising that the convergence of these networks 
should occasion debate and conflict, some of it intense 
and heated.

The way forward requires some give and take. It’s not 
enough to impose the Internet’s operational traditions 
on the mobile network, because the Internet’s opera-
tional community has chosen not to adopt the Internet 
standards most relevant to mobile networking: RSVP, 
IntServ, and Mobile IP. It’s not enough for mobile op-
erators to demand that Internet users abandon open 
access to the web at reasonable speeds in favor of a 
constrained system of locked-down portals and prox-
ies. Each culture has things to learn from the other.

The way forward is a careful, diligent, step-by-step 
process beginning with reviews of historical rules and 
precedents and ending in the creation of a new frame-
work that will enable the next generation of network-
ing to flourish. The evidence of an emerging consen-
sus among responsible parties in the U. S. and Europe 
suggests it’s well underway.
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